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acoustic modulations below 20 Hz, of varying bandwidths, are dom-
inant components of speech and many other natural sounds. The
dynamic neural representations of these modulations are difficult to
study through noninvasive neural-recording methods, however, be-
cause of the omnipresent background of slow neural oscillations
throughout the brain. We recorded the auditory steady-state responses
(aSSR) to slow amplitude modulations (AM) from 14 human subjects
using magnetoencephalography. The responses to five AM rates (1.5,
3.5, 7.5, 15.5, and 31.5 Hz) and four types of carrier (pure tone and
1/3-, 2-, and 5-octave pink noise) were investigated. The phase-locked
aSSR was detected reliably in all conditions. The response power
generally decreases with increasing modulation rate, and the response
latency is between 100 and 150 ms for all but the highest rates.
Response properties depend only weakly on the bandwidth. Analysis
of the complex-valued aSSR magnetic fields in the Fourier domain
reveals several neural sources with different response phases. These
neural sources of the aSSR, when approximated by a single equivalent
current dipole (ECD), are distinct from and medial to the ECD
location of the N1m response. These results demonstrate that the
globally synchronized activity in the human auditory cortex is phase
locked to slow temporal modulations below 30 Hz, and the neural
sensitivity decreases with an increasing AM rate, with relative insen-
sitivity to bandwidth.

magnetoencephalography; cortex

SLOW TEMPORAL MODULATIONS are prevalent in natural sounds
(Singh and Theunissen 2003) and carry information critical to
perceptual parsing. For example, in speech signals, temporal
modulations of signal power below 10–15 Hz reflect the
rhythm of syllabic scale articulatory gestures (Greenberg et al.
2003; Rosen 1992) and are crucial for speech intelligibility
(Drullman et al. 1994; Shannon et al. 1995). Given the rele-
vance for perception, the neural coding of slow temporal
modulations has been studied extensively using various neu-
rophysiological tools. In the mammalian primary auditory
cortex, the firing of individual neurons is precisely phase
locked to the stimulus modulation for modulation rates below
20 Hz but becomes nonstimulus synchronized at higher mod-
ulation rates (Eggermont 2002; Liang et al. 2002). The local

field potential, which reflects dendritic activity synchronized
over local neural networks, is also precisely synchronized to
slow temporal modulations and can phase lock beyond 40 Hz
(Eggermont 2002). Similarly, in the human auditory cortex, the
local field potential is stimulus synchronized most strongly
below 16 Hz for amplitude modulation (AM) noise (Liegeois-
Chauvel et al. 2004) but can phase lock up to 100 Hz for
click-train stimuli (Brugge et al. 2009). Furthermore, the he-
modynamic response measured by functional MRI (fMRI),
which reflects both phase-locked and nonphase-locked re-
sponse power, is also most sensitive to AM below 16 Hz
(Giraud et al. 2000). Therefore, at both the single neuron level
and the local neural network level, it has been shown consis-
tently that the mammalian auditory cortex encodes slow AM as
a temporal code and that neural sensitivity decreases above 16
Hz, although the upper bound of the temporal code varies with
the recording technique and the stimulus.

The manner in which slow modulations are encoded by
large-scale, phase-locked neural activity, as measurable by
magnetoencephalography (MEG) or EEG, is not agreed on
universally. On the one hand, most studies use AM and
frequency modulation (FM) at rates well above 10 Hz, and it is
well established that the MEG/EEG response is most reliable
when the modulation rate is near the relatively high rate of 40
Hz (Picton et al. 1987; Ross et al. 2000). On the other hand,
there is a growing interest in the neural coding of temporal
modulations of speech and other complex sounds, and these
studies consistently show that MEG/EEG responses most
strongly track only slow modulations, e.g., below 10 Hz
(Ahissar et al. 2001; Aiken and Picton 2008; Howard and
Poeppel 2010; Lalor et al. 2009; Luo and Poeppel 2007). It is
uncertain whether this discrepancy results from a dichotomy
in how complex natural sounds and simple AM sounds are
encoded in large-scale synchronized activity or the lack of
detailed characterizations of MEG/EEG responses to slow-
rate AM.

In this study, we characterize the large-scale neural response
to slow AM using MEG. The sustained MEG/EEG response,
tracking a constant rate AM/FM, is typically referred to as the
auditory steady-state responses (aSSR). Besides the 40-Hz
range aSSR, the aSSR to temporal modulations below 20 Hz is
also reported to be measurable (Alaerts et al. 2009; Ding and
Simon 2009; Luo et al. 2006; Millman et al. 2009; Picton et al.
1987; Rees et al. 1986). In this low-frequency range, however,
there is little consistency in descriptions of the shape of the
modulation transfer function (MTF), i.e., how the aSSR power
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changes as a function of stimulus modulation rate. Alaerts et al.
(2009) reported that below 30 Hz, the EEG MTF for AM
broadband noise shows two peaks, one near 10 Hz and the
other at the lowest tested frequency, 4 Hz. In contrast, Ross et
al. (2000) showed that the power of the MEG aSSR to an AM
pure tone increases with increasing AM rate from 10 Hz to 40
Hz. Several other studies, using various types of temporal
modulations, however, have suggested that the MEG/EEG
aSSR is strongest below 5 Hz (Alaerts et al. 2009; Ding and
Simon 2009; Millman et al. 2009; Picton et al. 1987; Rees et al.
1986).

The inconsistency of the shape of the MTF in the low-
frequency region may be caused by several factors. One is that
the roughly 1/f-shaped background activity in MEG/EEG re-
cordings poses challenges for the detection and strength esti-
mation of the aSSR. Consequently, various MEG signal anal-
ysis methods, differing in their noise susceptibility, may lead to
different conclusions. In this study, we used a statistically
optimal spatial filter to extract the aSSR from intrinsically
noisy measurements and then estimated the spectral shape of
the MTF using a method that removes the statistical bias that
can plague power estimates under noisy conditions.

A second reason why MTF shapes have been reported so
inconsistently is that the aSSR may be sensitive to the carrier
bandwidth. Sounds with different bandwidths have been ar-
gued to be processed by different but overlapping areas in the
human auditory cortex [Chevillet et al. 2011; Wessinger et al.
2001; also see Overath et al. (2012) for an alternative view in
the companion paper]. Although the potentially distinct spatial
positions of neural populations tuned to different bandwidths
may not be resolvable by MEG/EEG, their response charac-
teristics, e.g., the MTFs, are robustly reflected in the MEG/
EEG recordings. To address the effect of carrier bandwidth on
the aSSR, we used carriers with four different bandwidths,
ranging from pure tones to 5-octave pink noise.

In summary, evidence from single-unit recordings in ani-
mals and invasive recordings in humans leads us to expect the
aSSR measured by MEG to show the shape of a low-pass filter
for frequencies below 10 Hz: auditory cortex should respond
most strongly at the lowest frequencies, decreasing in response
power as the frequency increases. In addition, because it has
been suggested that the responses to stimuli of differing band-
widths are processed preferentially in different areas (or by
different auditory circuits within the same area), we expect
systematic dependence of the response location on the stimulus
bandwidth. As seen below, there is strong evidence for the
first expectation (low-pass character of response) and indi-
rect evidence for the second (stimulus bandwidth depen-
dence on location). Importantly, in a companion paper,
Overath et al. (2012) report similar results for modulation
rate and bandwidth throughout the brain, using a comple-
mentary technique (fMRI).

METHODS

Subjects. Fifteen subjects (nine female), all right handed (Oldfield
1971) and reporting normal hearing with no history of neurological
disorder, listened passively to the acoustic stimuli while the MEG
recordings were taken. The experimental procedures were approved
by the University of Maryland Institutional Review Board, and writ-
ten, informed consent was obtained from each participant. Subjects

were paid for their participation. One female subject was removed
from analysis due to interruption of her experiment by a power failure.

Stimuli. Sinusoidal AM sounds of 2,000 ms duration were pre-
sented to each subject. Twenty separate stimuli were created in
MATLAB (MathWorks, Natick, MA) for five different modulation
frequencies (1.5, 3.5, 7.5, 15.5, and 31.5 Hz) and four different
carriers (pure tone, 1/3-octave pink noise, 2-octave pink noise, and
5-octave pink noise, all centered at 707 Hz) with 100% modulation
depth. The stimuli were created offline, gated on and off using a
15-ms duration cosine-squared ramp, and saved in a 16-bit stereo
wave format at a sampling rate of 44.1 kHz.

Experimental procedure. Stimulus delivery was carried out using
Presentation (Neurobehavioral Systems, Albany, CA). All of the AM
stimuli (five modulation frequencies � four carrier bandwidths) were
presented 50 times/condition in pseudorandom order. Interstimulus
intervals were randomized between 700 and 900 ms. The signals were
delivered binaurally to the subjects’ ears with 50 � sound tubing
(E-A-RTone 3A, Etymotic Research, Elk Grove Village, IL) at a
comfortable loudness of �70 dB sound-pressure level. Before the
main experiment, 170 repetitions of a 50-ms, 1-kHz tone were
represented to the subjects with the interstimulus interval randomized
between 750 and 1,550 ms. MEG responses to these short tones were
used to localize the source of the N1m component.

MEG recording. MEG recordings were conducted using a 157-
sensor axial gradiometer whole-head system (Kanazawa Institute of
Technology, Kanazawa, Japan). Three magnetometers are also in-
cluded in the MEG system to measure the environmental magnetic
field. The magnetic signals were bandpassed between 1 Hz and 200
Hz, notch filtered at 60 Hz, and sampled at the rate of 500 Hz. The
1-Hz high-pass filter’s influence on the amplitude and phase of MEG
recordings was corrected.

MEG signal processing. Time-shifted principle component analy-
sis (de Cheveigné and Simon 2007) was applied to remove environ-
mental noise collected by the magnetometers from each gradiometer.
To reduce the impact of transient MEG responses [e.g., the N1m
component (Näätänen and Picton 1987)], only data from 500 ms to
2,000 ms poststimulus were used for aSSR analysis and were zero
padded to 1,000 samples. Modeling the aSSR as a sinusoid at the
stimulus rate makes analysis in the frequency domain straightforward;
the neural response at each harmonic of the stimulus rate was
analyzed separately. It is worth pointing out that although the aSSR is
analyzed in the frequency domain, we make no claim that it is
generated by frequency domain analysis in the brain. The MEG
recordings were transformed into the frequency domain using a
1,000-point (frequency resolution 0.5 Hz) discrete Fourier transform
(DFT) without any smoothing window. Since all of the AM rates in
this study are integer multiples of the frequency resolution of DFT, the
sinusoidal aSSR is fully captured by the DFT coefficient at the
stimulus AM rate. Therefore, the aSSR magnetic field at each AM
rate, �, is conveniently represented as a vector S(�), consisting the
DFT coefficients from all of the sensors.

Complex magnetic field. The scalp magnetic field consisting of the
Fourier coefficients is complex, since it contains both the magnitude
and phase information of the aSSR. Since electromagnetic signals
travel at light speed, there is no phase lag between MEG recordings
and neural source activity. Hence, if the aSSR is from a hypothetical
single source, the MEG signals measured from all sensors should be
in phase (or 180° out of phase where the field reverses direction).
Mathematically, if the aSSR source is explained by an equivalent
current dipole (ECD) located at r, and the scalp magnetic field
topography generated by this dipole, i.e., the lead field, is a(r), then
the aSSR scalp magnetic field is S(�) � �exp(j�)a(r), where � and �
are the magnitude and phase of the aSSR. In this condition, the
complex magnetic field can be decomposed into a real magnetic field
a(r), which contains all structural information about the neural source
and a single aSSR phase, �, which reflects the timing of the neural
response. The outer product of S(�) and its Hermitian transpose, i.e.,

2034 AUDITORY CORTICAL DYNAMICS TO SLOW MODULATIONS

J Neurophysiol • doi:10.1152/jn.00310.2011 • www.jn.org

http://jn.physiology.org/


S(�)SH(�) � �2a(r)aT(r), is real, and the neural source-related
information a(r) can be extracted by applying the eigendecomposition
to matrix S(�)SH(�). a(r) is referred to as the real-valued aSSR
magnetic field of S(�).

In general, MEG responses are generated by multiple neural
sources. If these sources are so close together that they are not
spatially distinguishable by MEG, then they can still be modeled as a
single ECD, whose location is the center of current–gravity of all of
these neural sources. For example, suppose that there are two aSSR
sources located very close to r, but they have different orientations.
Then, the aSSR scalp magnetic field becomes S(�) � �1exp(j�1)a1(r) �
�2exp(j�2)a2(r), where �1, �2, �1, and �2 are the magnitudes and
phases of the two aSSR sources. a1(r) and a2(r) are the lead fields of
the two sources, respectively (different, since their sources had dif-
ferent dipole orientations). If the two sources have the same response
phase, �1 � �2 � �, then the aSSR magnetic field reduces to S(�) �
exp(j�)[�1a1(r) � �2a2(r)], which can be modeled by a single ECD,
whose orientation is a weighted sum of individual dipole orientations.
In contrast, if the two sources have different response phases, i.e.,
�1 � �2, then S(�) � [�1cos(�1)a1(r) � �2cos(�2)a2(r)] �
j[�1sin(�1)a1(r) � �2sin(�2)a2(r)]. S(�) can no longer be modeled as
a real-valued dipole with a single aSSR phase, and the outer product
of itself with its Hermitian transpose becomes complex valued. In this
case, however, S(�) can be modeled as arising from a single ECD
with a complex-valued dipole moment, i.e., a fully complex dipole
(Simon and Wang 2005). The fully complex dipole includes the
special case of a real-valued dipole. Whether a fully complex dipole
can be reduced to a real-valued dipole is characterized by the sharp-
ness of the dipole (Simon and Wang 2005), which is zero for
real-valued dipoles. Even when the aSSR is generated by more than
two sources with different response phases, it can still be modeled by
a fully complex dipole. The number of dipoles (greater than or equal
to two), however, cannot be revealed by this analysis alone.

ECD modeling. A single ECD model was used to model the
auditory response in each hemisphere. The lead field of each ECD was
calculated based on an isotropic sphere model built for each subject
using the software MEG Laboratory 2.001M (Yokogawa Electric,
Japan; Eagle Technologies, Japan; Kanazawa Institute of Technol-
ogy). An ECD is determined by its location and moment. The moment
was estimated using the least-squares method (Mosher et al. 2003),
whereas the position was estimated using a modified simplex search
with clustering (Uutela et al. 1998). The goodness of fit (GOF) of an
ECD model is evaluated as 1 � || S(�) � SFIT(�)|| 2/|| S(�)|| 2, where
|| · || is the l2 norm, and SFIT(�) is the magnetic field generated by the
dipole model.

The ECD locations in the left and right hemispheres were chosen
by maximizing the GOF in two steps. In the first step, the approximate
location was determined separately in each hemisphere, using only
sensors over the corresponding hemisphere. In each hemisphere, 20
random positions were selected as seeds for a simplex search, and the
resulting locations were grouped into, at most, five clusters using
K-means clustering (Uutela et al. 1998). In the second step, all sensors
from both hemispheres were used simultaneously to determine the
locations of bilateral ECDs, using the cluster centers of the ECD
locations in both hemispheres as seeds. If an ECD were localized to
be �2.5 cm away from the center of the head, it was viewed as a
pathological solution and was removed from further analysis. The
left/right ECD pair with the highest GOF was chosen as the final ECD
estimate.

The same source localization procedure was applied to the N1m
data. The MEG responses to all 170 repetitions of a 1-kHz tone pip
were averaged. The N1m component was determined as the peak of
the root-mean-square value over sensors between 70 and 120 ms after
stimulus onset and was measured reliably from all subjects. The N1m
magnetic field and the real-valued aSSR magnetic fields were mod-
eled by real-valued dipoles, whereas the complex-valued aSSR mag-
netic fields were modeled by fully complex dipoles. Fully complex

dipoles and real-valued dipoles were all localized using the same
procedure.

Spatial filtering. Spatial filtering is a common technique for aSSR
processing. It linearly combines the measurements from multiple
MEG sensors to compute the response properties of a single compo-
nent. The output of a spatial filter can be viewed as a “virtual sensor”
(Millman et al. 2009). Here, we used the denoising source separation
(DSS) spatial filter (de Cheveigné and Simon 2008), which is optimal
for aSSR detection in Gaussian noise (see APPENDIX). The design of a
DSS filter relies on the covariance matrix of the aSSR magnetic field
and the covariance matrix of the background activity (see APPENDIX).
Since the aSSR magnetic field is complex, the resulting DSS filter is
also complex and is called the complex-valued DSS filter. If there is
only one neural source of the aSSR, we can replace a complex-valued
aSSR magnetic field with the corresponding real-valued aSSR mag-
netic field without any loss. The DSS filter designed using the
real-valued aSSR magnetic field is real valued and is called the DSS
filter with a single source assumption.

Significance testing. A spatial filter can help to detect neural
signals. However, if the spatial filter is designed and evaluated on the
same dataset, it will generate frequent false positives. Therefore, we
used fivefold cross-validation to evaluate the statistical significance
level of the aSSR, as estimated by spatial filter outputs. Specifically,
the 50 total trials were divided into five sets. Four sets (40 trials),
called the training sets, were used for spatial filter design, and the
other set (10 trials), called the testing set, was used to evaluate the
significance level. This process was repeated five times, with a
different selection of the testing set on each repetition. The median of
the five estimates of significance level was used as the final signifi-
cance level. In other words, only if three out of five sets (or more)
showed significant results (pcv � 0.05) was the response viewed as
significant. If the five sets are statistically independent of one another,
the probability that a response would be tested to be significant
(median of pcv � 0.05), by chance, is smaller than 0.001 (based on the
binomial distribution). Therefore, although we had 14 subjects, the
probability that one or more subjects were judged to have a significant
aSSR by chance is quite small.

The significance level of aSSR was evaluated on the testing set
using a phase-projected bootstrap test. Specifically, after spatial fil-
tering, the phase of the aSSR was first estimated from the training set.
The aSSR in the testing set, a complex scalar after spatial filtering,
was averaged over trials and then projected along the direction of the
estimated aSSR phase (Picton et al. 2001). A bootstrap test was then
applied to this phase-projected response, in which the 95% confidence
interval of the null distribution of the phase-projected response was
estimated based on the responses at this frequency to stimuli modu-
lated at a frequency other than �.

RESULTS

The spatial distributions of the aSSR magnetic fields from a
representative subject are plotted in Fig. 1. A clear dipolar
pattern is seen in each hemisphere, indicating that low-rate AM
stimuli evoke measurable MEG responses. The power, phase,
reliability, and source location of the aSSR are discussed in the
following sections.

aSSR power and phase. Fig. 2 shows the power of the MEG
response as a function of the stimulus AM rate and carrier
bandwidth for each hemisphere. The response power is mea-
sured by the power of the ECD, which is estimated for each
stimulus condition using the least-squares method (Mosher et
al. 2003). The location of the ECD of the aSSR at each
frequency is determined based on all stimulus conditions hav-
ing the same AM rate (see Source localization below for
details).
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The MEG response power is affected significantly by the
stimulus AM rate in both hemispheres [AM rate � stimulus
bandwidth two-way ANOVA; F(4, 279) 	 22; P � 10�4 for
both hemispheres] and is affected significantly by the stimulus
bandwidth in the right hemisphere [two-way ANOVA; F(3,
279) � 3.4; P � 0.02]. Further analysis shows that in the right
hemisphere, the influence of stimulus bandwidth on aSSR
amplitude is only significant at 1.5 Hz [one-way ANOVA; F(3,
55) � 3.5; P � 0.03] and marginally significant at 15.5 Hz
[one-way ANOVA; F(3, 55) � 2.4; P � 0.07]. The MEG
response power is stronger in the right hemisphere than left for
1.5 Hz AM with pure tone carrier and 31.5 Hz AM with all
carriers [paired t-test; t(13) � 2.2; P � 0.05].

The MEG response has a low-pass profile: it decreases with
increasing AM rate. This phenomenon by itself does not
directly indicate a low-pass-shaped aSSR MTF, since the MEG
response projected to the aSSR dipole location still contains
both the aSSR and background activity. The power of the
background activity attributed to the aSSR dipole location is
shown in Fig. 2 and also has a low-pass profile (background
activity at frequency � is estimated by averaging over stimulus
conditions whose stimulus rate is not �). An unbiased estimate
of aSSR power is obtained by taking the difference between
MEG measurement power and background activity power
(Kay 1988, see Chapter 11). The MTF based on the unbiased
estimate of aSSR power still changes significantly as a function
of modulation rate in both hemisphere [F(4, 279) � 12; P �
10�4]. When fitted by a single linear function, the unbiased

MTF in the left (right) hemisphere has a slope of �2.0
dB/octave (�1.4 dB/octave).

The phase of the aSSR evoked by AM stimuli with pure tone
carriers is plotted in Fig. 3, as an example. Although all
subjects are included in the aSSR power analysis, only subjects
with significant aSSR are included in the phase analysis (see
Reliability of the aSSR below). The reason is that for subjects
who do not show significant aSSR, their response power will
be consistently low, but their response phase will be randomly
distributed between 0° and 360°, making the aSSR phase
estimation unreliable. The data at 15.5 and 31.5 Hz are omitted,
since there are not enough data in the frequency interval
between them to determine the phase unwrapping (due to the
360° ambiguity in phase). The slopes of the phase-response
function, namely, the apparent latency (Ross et al. 2000) or
group delay of the aSSR, are 131 
 29 and 147 
 18 ms
(mean 
 SE) for the left and right hemispheres, respectively.
The slope is calculated based on individual subjects who show
significant responses at both 1.5 and 3.5 Hz (seven and nine
subjects for the left and right hemisphere, respectively). Only
two subjects show significant responses for both 1.5 and 7.5
Hz. The mean apparent latencies for the two subjects are
106.31 and 119.63 ms in the left and right hemispheres. The
apparent latencies for the aSSR below 3.5 Hz are 89 
 50 and
129 
 59 ms (mean 
 SE) for AM stimuli with a 1/3-octave
pink noise carrier in the left and right hemisphere, and the
apparent latency is 121 
 20 ms (mean 
 SE) for AM stimuli
with a 2-octave pink noise carrier in the right hemisphere. The
apparent latencies for other conditions are not consistently
measurable, since few subjects show reliable aSSR phase at

Fig. 1. The auditory steady-state response (aSSR)
magnetic field distribution on a flattened head in
response to amplitude modulation (AM) sounds with
pure tone carrier (from a representative subject). The
complex aSSR magnetic field measured at each mag-
netoencephalography (MEG) sensor at the stimulus
AM rate is represented by an arrow, whose length
and direction represent the magnitude and phase of
the Fourier transform of the response at the stimulus
frequency (Simon and Wang 2005).

Fig. 2. The power of MEG response decreases as the stimulus AM rate
increases. The response power is measured as the power of the equivalent
current dipole (ECD) and averaged over subjects. Error bars represent 
1 SE
over subjects. The power of the background activity attributed to the aSSR
ECD location is also shown in the figure as a solid black line.

Fig. 3. The phase of the aSSR evoked by AM with a pure tone carrier. Each
circle is the result of a single subject, and the line is the grand average. The
phase is approximately linear with respect to the stimulus AM rate.
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both 1.5 and 3.5 Hz. At 15.5 Hz and 31.5 Hz, the phase of the
aSSR is not affected significantly by stimulus bandwidth nor is
it different between the two hemispheres (bandwidth � hemi-
sphere two-way ANOVA; P 	 0.2).

Reliability of the aSSR. The percentage of subjects showing
a significant aSSR, based on a complex-valued DSS filter, is
shown in Fig. 4. At the two lowest rates, 1.5 Hz and 3.5 Hz, the
aSSR is measured reliably from most subjects, especially for
the pure tone carriers. At 7.5 Hz and 15.5 Hz, few subjects
show reliable responses, except for the widest bandwidth
carrier, 5-octave pink noise. At 31.5 Hz, almost all subjects
show measurable responses for all tested stimulus carriers.
Table 1 illustrates the percent of subjects showing a significant
neural response at each stimulus AM rate, averaged over
conditions with different bandwidths.

To improve the detection performance, we combined re-
sponses under all stimulus conditions sharing the same modu-
lation rate in the DSS filter design and applied the designed
filter to process the response in individual conditions. The
results of this method are shown in Table 1 and are manifestly
better than the results based on DSS filters designed for
individual conditions. This method is also used to test the
significance of the harmonics of the aSSR, which are generally

very weak except when the AM rate is 15.5 Hz (Table 2). The
15.5-Hz aSSR has strong second and third harmonics, presum-
ably since the two harmonic frequencies, 31 Hz and 46.5 Hz,
are relatively close to 40 Hz (Ross et al. 2000).

As discussed in METHODS, if the aSSR arises from a single
neural source, the complex-valued aSSR magnetic field can be
replaced by a real-valued magnetic field in spatial filter design.
However, the performance of the DSS filter designed from a
real-valued magnetic field (Table 1) is actually worse than the
performance of the complex-valued DSS filter (Table 1), indi-
cating that the aSSR arises from multiple sources with different
response phases.

Additionally, to separately evaluate the power and the phase
locking of the neural response, we applied bootstrap tests based
on the power and intertrial phase coherence of the response
separately (Table 3). The spatial filter used here is the real-
valued DSS filter that combines all stimulus conditions with
the same AM rate. The intertrial phase coherence (Fisher 1993)
has much higher statistical power than does response power,
indicating very strong phase locking in the response. For
subjects who achieve significance with the phase coherence
significance test, the phase coherence value does not vary
much over conditions, with a value of 0.52 
 0.09 (mean 

SD over conditions), which is much higher than that of back-
ground activity, 0.08 
 0.01 (mean 
 SD over conditions).

We emphasize that all of the results in this section are based
on a fivefold cross-validation, as described in METHODS. With-
out the cross-validation, all of the results in Table 1 would
saturate at 	97%, an artifact of overfitting.

Source localization. The neural sources of the N1m and the
aSSR are localized using real and fully complex dipole models,
respectively. Only subjects showing a statistically significant
neural response are included in the localization analysis. The
GOF medians for the least-square ECD fits are 90% for the
N1m and 75% for the aSSR. Only localization results with
80% or higher GOF are included for further analyses. An

Fig. 4. The percentage of subjects showing a statisti-
cally significant aSSR. The aSSR is reliably measur-
able in most subjects at 1.5, 3.5, and 31.5 Hz.

Table 1. Percentage of subjects showing a significant aSSR, as
the MEG signal is processed by different spatial filters

AM Rate (Hz) 1.5 3.5 7.5 15.5 31.5

Individual conditions

DSS filter (complex) 61 64 30 39 91
DSS filter (real/single source) 46 57 20 39 82

Combined conditions (same AM rate)

DSS filter (complex) 71 75 32 53 98
DSS filter (real/single source) 63 71 34 50 100

The significance test used here is a phase-projected t-test. The results of the
significance test are averaged over all conditions with the same amplitude
modulation (AM) rate. The upper block shows the results when the spatial
filters are designed based on individual stimulus conditions. The lower block
shows the results when the spatial filters are designed based on combining all
conditions with the same AM rate. The performance of the denoising source
separation (DSS) filter, designed from a real-valued (single-source) magnetic
field, is worse than the performance of the complex-valued DSS filter,
indicating that the auditory steady-state response (aSSR) arises from multiple
sources with different response phases. MEG, magnetoencephalography.

Table 2. Percentage of subjects showing significant responses at
frequencies harmonically related to the stimulus AM rate

AM Rate (Hz) 1.5 3.5 7.5 15.5 31.5

2nd harmonic 21 11 18 36 7
3rd harmonic 7 0 0 30 0
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unbalanced two-way ANOVA reveals that the aSSR source
location and dipole orientation are not affected significantly by
either stimulus rate or carrier bandwidth (P 	 0.1). Since the
aSSR source location is insensitive to stimulus conditions, all
aSSR localization results are then combined to compare with
the N1m source using a t-test. In the left (right) hemisphere, the
aSSR source is 4.3 (7.6) mm more medially located than the
N1m source [t(60) 	 2.2, P � 0.02 for the left hemisphere;
t(67) 	 2.2, P � 0.03 for the right hemisphere]. No significant
difference is revealed in the superior-inferior or anterior-pos-
terior direction (P 	 0.2).

To improve the accuracy of source localization, we averaged
the aSSR over all stimulus bandwidths at the same frequency.
At each frequency, only subjects showing significant aSSR in
more than one condition are considered. The median GOF of
the averaged aSSR is 83%. Nevertheless, no significant inter-
action between the aSSR source location and stimulus rate is
found by an unbalanced one-way ANOVA. It is confirmed that
the aSSR source location is significantly different from the
N1m source location in the medial-lateral direction [8.2 mm,
t(37) � 2.54, P � 0.02 in the left hemisphere; 5.8 mm, t(37) �
2.58, P � 0.02 in the right hemisphere]. The difference
between the ECD location of aSSR and N1m is not caused by
the difference between real- and complex-valued dipole local-
izations, since the aSSR source locations estimated by real and
complex dipole models are not significantly different. [The
GOF of real dipoles are higher—90% on average—as expected
(Simon and Wang 2005).]

The sharpness of a fully complex dipole describes how well
a complex-valued magnetic field can be approximated by a
real-valued magnetic field (Simon and Wang 2005). The ap-
proximation is valid for sharpness values close to zero and is
only possible if there is a single aSSR source or if all aSSR
sources oscillate in phase. The sharpness values are summa-
rized in Table 4. The sharpness of the 1.5-Hz aSSR is signif-
icantly larger than the sharpness of the 31.5-Hz aSSR in both
hemispheres [paired t-test; t(3) 	 7.1; P � 0.01], as is the
sharpness of the 3.5-Hz aSSR in the left hemisphere [paired
t-test; t(5) 	 4.2; P � 0.01]. This suggests that for the lowest
rates, the aSSR is not well approximated by a single, real-
valued ECD.

DISCUSSION

Slow temporal modulations carry important information and
are important building blocks of speech and other natural
sounds (Rosen 1992; Shannon et al. 1995; Singh and Theunis-
sen 2003). This study shows that these slow temporal modu-
lations are neurally represented by large-scale, synchronized,
phase-locked activity in a human auditory cortex. Unbiased
response power estimation shows that the MTF of the low-
frequency aSSR generally has a low-pass pattern and only
weakly depends on the carrier bandwidth. Both of these find-
ings are consistent with fMRI data investigating an analogous

paradigm (Overath et al. 2012). There, too, one observes a
low-pass pattern (of blood oxygen level-dependent responses)
as a function of modulation frequency and relative indepen-
dence from carrier bandwidth.

Power MTF of the MEG aSSR. The overall low-pass-shaped
aSSR MTF found in this study is consistent with results from
scalp EEG (Rees et al. 1986), intracranial EEG (Liegeois-
Chauvel et al. 2004), and fMRI (Giraud et al. 2000; Schönwi-
esner and Zatorre 2009). It is also consistent with the earlier
MEG studies on slow FM (Millman et al. 2009) and more
complex temporal modulations (Ding and Simon 2009). This
result demonstrates that the frequency dependence of neural
sensitivity to the slow temporal modulations of natural sounds,
repeatedly demonstrated using MEG and EEG (e.g., Abrams et
al. 2008; Luo and Poeppel 2007), can be explained even by the
neural coding scheme used for simple AM stimuli.

It should be emphasized that this low-pass profile of the
aSSR MTF is not caused by the low-pass nature of background
activity, since the aSSR power is estimated as the difference
between the power of MEG measurement and the power of
background activity. The aSSR power estimated this way is
unbiased (Kay 1988). Although the aSSR power shows a
low-pass pattern below 31.5 Hz, the signal-to-noise ratio
(SNR) of the aSSR has a “U” shape and reaches its maximum
at 31.5 Hz, because of the attenuation of background activity at
high frequencies. The high SNR makes the aSSR at 31.5 Hz
easy to detect. Above 31.5 Hz, previous studies have demon-
strated consistently that the MEG aSSR shows maximal re-
sponse power near 40 Hz and remains measurable up to at least
80 Hz (Gutschalk et al. 1999; Ross et al. 2000; Schoonhoven
et al. 2003).

The stimulus carrier bandwidth does not affect the overall
low-pass trend of MTF; however, it influences the detailed
shape of the MTF, especially in the right hemisphere. The MTF
decreases very quickly below 7.5 Hz when the stimulus is a
pure tone but is roughly flat when the stimulus is a 5-octave
broadband noise. This result is consistent with previous studies
showing a strong 10-Hz aSSR using broadband noise carriers
(Alaerts et al. 2009; Rees et al. 1986) but a weak 10-Hz aSSR
using pure tone carriers (Rees et al. 1986; Ross et al. 2000).
The core and belt auditory cortex have been argued to process
preferentially pure tone and broadband noises, respectively
(Wessinger et al. 2001). Although recent fMRI data do not
replicate that profile (Overath et al. 2012) and indeed, directly
challenge the hierarchical hypothesis articulated there, it is
possible that these regions have different MTFs, and their
differing response properties are ultimately reflected in the
integrated MEG aSSR.

Cortical neural code for slow modulations. Recordings from
the primary auditory cortex of human and other mammals
show that modulations below 15 Hz are represented by a
phase-locked temporal code (Eggermont 2002; Liang et al.
2002; Liegeois-Chauvel et al. 2004). Similarly, extracranial

Table 3. Percentage of subjects showing significant AM
responses using separate power- and phase-based significance tests

AM Rate (Hz) 1.5 3.5 7.5 15.5 31.5

Power 14 33 10 12 71
Phase coherence 44 53 17 35 98

Table 4. Grand averaged sharpness of the fitted, fully complex
aSSR current-equivalent dipoles

AM Rate (Hz) 1.5 3.5 7.5 15.5 31.5

Left 0.20 0.13 0.05 0.11 0.06
Right 0.18 0.20 0.46 0.30 0.06
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MEG/EEG recordings from human subjects have also been
shown to be phase locked to slow modulations (Alaerts et al.
2009; Luo and Poeppel 2007; Millman et al. 2009). Here, we
confirm these results by showing that the intertrial phase
coherence of the aSSR is �0.52, dramatically higher than the
0.08 of background activity.

Additionally, the analysis of the complex-valued magnetic
field suggests that the phase-locked activity below 3.5 Hz
originates from multiple brain regions. This is demonstrated by
two separate methods. Firstly, the complex-valued magnetic
field, based on a multiple source assumption, is better at
detecting the low-rate aSSR below 3.5 Hz than the real-valued
magnetic field, which is based on a single source assumption
(e.g., Table 1). Secondly, the sharpness of the fitted, fully
complex dipole is larger at 1.5 and 3.5 Hz than at 31.5 Hz
(Table 4). Therefore, compared with the 31.5-Hz aSSR, the
1.5- and 3.5-Hz aSSR deviate more from the hypothesis that
they are generated from a single source or multiple sources
with the same response phase. Hence, the evidence that the
aSSR in the low-frequency region (�3.5 Hz) is generated from
multiple sources is compelling. Since the sources of the low-
frequency aSSR respond with different phases, it is possible
that these sources are activated sequentially, which is also
suggested by human intracranial recordings (Gourevitch et al.
2008). In comparison, Gutschalk et al. (1999) provide evidence
that the aSSR in the 30- to 50-Hz range also derives from two
sources.

The aSSR in the low-frequency range is more reliably
detected in the right hemisphere than the left (Fig. 4), which is
consistent with the hypothesis that the right hemisphere is
dominant for representing slow modulations (Abrams et al.
2008; Poeppel 2003). The aSSR at the relatively high fre-
quency, i.e., 31.5 Hz, is also lateralized to the right hemisphere,
similar to the finding that the aSSR near 40 Hz shows a
right-hemisphere dominance (Ross et al. 2005).

Neural sources of the low-rate aSSR. AM sounds activate
many cortical networks, including both primary and nonprimary
auditory cortex (Gourevitch et al. 2008; Liegeois-Chauvel et al.
2004). Given the spatial resolution of MEG, it is difficult to
localize the aSSR neural source very precisely. The ECD
location of a neural response is usually interpreted as
the center of current–gravity of all of its sources (although, see
Lütkenhöner and Mosher 2006). This study shows that the
ECD of the low-rate aSSR is located 5–10 mm more medially
than the ECD of N1m, consistent with earlier work using
complex AM stimuli (Draganova et al. 2002). The aSSR ECD
locations evoked by AM with different modulation rates
(�31.5 Hz) and carrier bandwidths are not distinguishable.
Other studies have shown that the ECD of the 40-Hz MEG
aSSR is also 5–10 mm more medially located than the ECD of
N1m (Herdman et al. 2003; Ross et al. 2005) within the
superior temporal plane, which includes primary auditory cor-
tex. Therefore, the sources of the low-rate aSSR should also be
near, possibly including, the primary auditory cortex, consis-
tent with studies using complex stimuli, such as speech and
AM, with a time-varying modulation rate (Ahissar et al. 2001;
Lalor et al. 2009).

Although the low-rate aSSR and the 40-Hz range aSSR have
similar ECD locations, they have quite different apparent
latencies. The apparent latency for the 40-Hz aSSR is �40 ms
(Ross et al. 2000; Schoonhoven et al. 2003). In contrast, the

apparent latency seen here for the aSSR below 7.5 Hz is
between 100 and 150 ms, consistent with previous EEG studies
(Alaerts et al. 2009; Lalor et al. 2009; Rees et al. 1986). The
different latencies indicate that the aSSR in a low and 40-Hz
frequency range may be generated by different neural net-
works, which is also suggested by human intracranial electro-
physiological studies (Gourevitch et al. 2008). However, it is
also possible that the latency of the aSSR neural sources is
modulation-rate dependent. Since we have shown that the
low-rate aSSR is generated from multiple neural sources with
different response phases, the apparent latency value may only
be an overall property of MEG responses and not directly
related to the response latency of any neural source.

Importantly, the disparity between the low-rate aSSR source
and the N1m source indicates that the low-rate aSSR evoked by
sinusoidal AM is certainly not a simple superposition of the
N1m response, nor is it likely to arise from the P2m compo-
nent, which is less robust than the N1m, and with a more
variable source location. The source location of P2m mainly
differs from the source location of N1m in the anterior-
posterior direction rather than medial-lateral direction (Alt-
mann et al. 2008; Ross et al. 2007). Furthermore, the latency of
the P2m is highly variable in different experiments, ranging
from 150 to 	200 ms (Altmann et al. 2008; Chait et al. 2004;
Howard and Poeppel 2009; Ross et al. 2007). In addition, the
energy of a sinusoidal AM is continuously and smoothly
changing without any salient onset/offset cues in each modu-
lation cycle, which makes it unlikely that a N1m–P2m complex
is elicited by a specific feature in each AM cycle. In contrast,
for a slow aSSR, generated by click trains, it is possible that
some response components would result from the N1m–P2m
complex.

In summary, this study characterizes the MEG response to
AM, near and below 30 Hz. Although the low-frequency neural
background activity is strong, the aSSR can still be measured
reliably with appropriate spatial processing methods (e.g.,
DSS-generated filters) and significance tests (e.g., the phase-
projected bootstrap test). The phase-locked aSSR is strongest
for very low temporal modulations and decreases �2 dB/
octave with increasing AM rate. The low-frequency aSSR is
generated from multiple neural sources, with their locations
located more medially than the ECD of the N1m. This profile
of neural sensitivity to slow temporal modulations, seen uni-
versally from the single unit level to the large-scale, synchro-
nized neural network level, for both natural sounds and simple
AM/FM, may serve as a fundamental principle of neural
processing in auditory cortex.

APPENDIX

DSS. The linear DSS transform (de Cheveigné and Simon 2008;
Särelä and Valpola 2004) uses two covariance matrices, R1 and R2,
and each DSS filter w can be expressed as the solution of the
following generalized eigendecomposition problem (Fukunaga 1972).

R2w � �R1w (1)

In this study, R1 is chosen to be the covariance of background noise
Rn, and R2 is chosen to be the covariance of the aSSR magnetic field
S(�): S(�)SH(�). With the use of R1 � Rn, and R2 � S(�)SH(�) in
Eq. 1 and multiplying Rn

�1 on both sides, we have, w � � Rn
�1S���

where � � SH(�)w/�. Therefore, for aSSR detection, w � Rn
�1S��� is

the only DSS filter.
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Likelihood ratio test for the aSSR in Gaussian noise. When the
aSSR is assumed to be a sinusoid at frequency � in the frequency
domain, its detection may be formulated as the following hypothesis
testing problem.

�H0 : M(�) � N(�)

H1 : M(�) � �S(�) � N(�), � 	 0
(2)

The optimal significance test is a likelihood ratio test (Poor 1994),
and the likelihood ratio function is L[M(�)] � P[M(�) | H1]/
P[M(�) | H0]. If we assume the background noise to be subject to the
complex Gaussian distribution with zero mean and covariance Rn �
E[N(�)NH(�)] (Kay 1988, see Chapter 3), L[M(�)] is proportional to
MH���Rn

�1S���. Therefore, the optimal decision statistic can be
viewed as the output of a spatial filter w � Rn

�1S���, which is equal
to the DSS filter.

Implementation of DSS filters. Evaluation of the DSS filters re-
quires the aSSR magnetic field S(�) and the noise covariance matrix
Rn(�). S(�) was estimated by averaging the MEG measurements over
trials, and Rn(�) was estimated as the covariance matrix of the
responses from conditions with the stimulus AM rate, not at �. Rn(�)
is, in general, complex, but in practice, it was observed that using only
the real part of Rn(�) usually gave slightly higher statistical power.
Therefore, only the real part of Rn(�) was used for all analyses
presented here.
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