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Optimum Multiuser Detection Is Tractable for
Synchronous CDMA Systems Using -Sequences

Sennur UlukusStudent Member, IEEERNd Roy D. YatesMember, IEEE

Abstract— The optimum multiuser detection problem was containing the information bits of the users ant a Gaussian
shown to be NP-hard, i.e., its computational complexity increases random vector with auto covariance mauﬂ}{nnT] = ¢2T.
exponentially with the number of users [1], [2]. In this letter, The aim of the multiuser detection is to recover the in-
we show that the optimum multiuser detection problem for a . . . . . .
synchronous code-division multiple access (CDMA) system is formatlon bits transm'ttEd Py the user_s In th's multiaccess
equivalent to the minimum capacity cut problem in a related €nvironment. Optimum multiuser detection [1] is based on the
network and propose an optimum multiuser detection algorithm maximum likelihood criteria. The optimum multiuser detector
with polynomial computational complexity for a certain class choosesq® as the transmitted bit vector if foi = a* the
of signature sequences. The minimum cut problem is solvable conditional probability density ofy given a is maximized.

in polynomial time if the capacities of the links not incident to . e - .
source and sink are nonnegative. This condition in the optimum Denoting the probability density function af by fn(.), the

detection problem is equivalent to all cross correlations between Optimum detection problem is given as
the signature sequences of the users being negative. One example

* -
of such set of signature sequences is obtained when shifted a =arg ae{IEl?Xl}N fn(y—TAa)
versions of the maximal length sequences (om-sequences) are B T T
used. In this case the cross correlation between usefsand j is = arg min - a Ra —2a’ Ay 3)
given asl';; = —1/G for all 4, j, where G is the processing gain. ac{-1,1}
Index Terms—CDMA, optimum multiuser detection. whereR = AT'A with R;; = A; A;T';;. We can convert (3) to

a 0-1 programming problem by introducing a vedionhere
b= (a+w)/2 andu is an N-dimensional vector of all ones,

I. INTRODUCTION wu=[ 11 - 1]7 as
N CODE-DIVISION multiple access (CDMA) systems . . T T.
users are assigned unique signature waveforms which they b =arg be?éyl?}w b R-by @

use to modulate their information bits. Let the signature . ,
sequence of théth user bes; (¢) for ¢ € [0, 7] whereT is the Whereég = Ru + Ay. Note that the solutions of (3) and (4)

bit duration. The received signal for a synchronous CDMA'® related by the one-to-one relationshjp= 26} — 1.
system with binary phase-shift keying (BPSK) modulation is

given by Il. NETWORK PRELIMINARIES
N Consider a networkG@ = [V, A] with vertices V =
r(t) = Z Aza;si(t) +n(t) 1) {0, 1, .-+, N 4+ 1} and arcsA. For any two verticeg and
P J in G, ¢;; denotes the capacity of the arc connectiigy).

Let the nodes 0 andV + 1 represent the source and the sink,

where A; and a; are received amplitude and the transmitteﬂsspectively. A cut separating 0 and + 1 is a partition of
bit (+1 equiprobably) of theth user andh(t) is the additive nodegS, S) where0 € S, N+ 1€ 35, S US =V, and

white Gaussian noise (AWGN) process with power spectrglm S — 0. The capacity of the cutS. S) is given by [3
density 2. The received signal vector at the output of the ' P _y s, S)is g y 13l
conventional receivers is given by CS,8)=>"3 cj (5)
€S 8
y=TAa+n. (2) v jes
_ o o _ ~ The minimum cut separating nodes 0 aid+ 1 is defined
The vectory is a sufficient statistics for the multiuser detectiofy pe the cut separating nodes 0 aNd+ 1 and having the
problem. In (2),I' is a nonnegative definite matrix whereminimum capacity.
Lijis [y si(t)s;(t)dt, A is a diagonal matrix containing the |n [4] it was shown that any cut separating nodes 0 Al
received amplitudes of the users with; = A;, ais the vector can be represented by a vectdr, by, by, -+, by, 0) where
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whereby = 1 andby 41 = 0. Substituting the values @f, and
byy1 in (6) and using the fact thd€ = b; yields

N+1 N N+1 N N
C(b) = Z coj_z Coi — Z Cij bi—z Z Cijbibj.
J=1 i=1 j=1 i=1 j=1
(7

Similar to [5], we show the equivalence of the optimum
multiuser detection problem to a minimum cut problem in a
related network and identify the conditions under which it can
be solved in polynomial time in the following two sections.

/ -(oHB)

Ill. RELATION BETWEEN MINIMUM CUT AND ’
OPTIMUM MULTIUSER DETECTION PROBLEMS
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Let us define the objective function of the 0-1 programming

version the optimum multiuser detection problem given in (4)9. 1. Graph associated with the optimum MUD problem for= 2.
to be F(b). Then,

N N N i) Sete¢;o = 0 and assign arbitrary positive numbersctp
F(b) = — Z ijbz + Z Z Rijbibj. (8) for ¢ = 1, N and CO,N+1 = — Ej\zl Cojy
=1 i=1 j=1 III) Set Ci,N+1 = _Aiyi + cg; fori = 1., N.

Comparing (7) and (8) we observe that if the capacitiesre In the fpllowing su_bsection we demonstrate the equi_vglence
chosen properly, the cost function of (8) ¥ variables can be of the optimum multiuser detection problem and the minimum
represented as the capacity of a cut in an associated netweitkProblem in the related network obtained by the rules given
with (V + 2) nodes. Thus, a networ& with arc capacities @Pove for the case of two users.

¢i; satisfying

¢ = — Rij, fori,j=1,--- N (9) A. A Simple Example: Two-User Case

N4l Consider a two-user system with the cross correlation be-
Coi — Z cij =i, fori=1,---, N (9b) tween the signature sequences of the ubgss= Ly = —p,
=1 for some0 < p < 1. ThenR;» = Ry; = — A Asp. Since the
N+l optimum multiuser detection problem (3) is insensitive to the
Z coj =0 (9c) diagonal elements a® we takeR1; = R.> = 0. The optimum
= multiuser detection problem of (4) is to minimizé(b;, b2)

for by, bo € {0, 1} where F(by, by) is given as
has C(b) = F(b) for all b such thath; € {0, 1} for

i = 1,---, N. Given the parameters of the quadratic 0-1
programming probleny and R, construction of the corre- ~24142pb10y + (A1 Azp — Auyn)by + (Ardap — Aya)bs.
sponding network satisfying above three conditions is not ) ) ) _

unique. Condition (9a) fixes the capacities of all arcs n&©" all possible transmitted bits the cost functibitb,, b2)
incident to the source and the sink. Since there are more ai@§ the following values:

than the conditions to be satisfied given in (9b) and (9c), some

of the arc capacities can be assigned arbitrary numbers while F0,0)=0
conserving the connectivity of the overall network. One such F(0,1)= AjAyp— Ayyo
assignment equatasy, 1 ; to 0 for j = 0, ---, N and ¢y F1.0)= A Aop— A
to arbitrary positive numbers for =1, ---, N. Then rest of (1,0) 1420 Lo
F(1, 1) = —Aiy — Aoy, (11)

the (V + 1) arc capacities can be determined uniquely from

conditions (9b) and (9c). From (9b)
The optimum detection rule chooses that realizatiofbof b )

for which the cost function#'(by, b2) is minimum. Clearly,
the minimum value depends on cross correlation vaheré-
ceived amplitudes of the userd(, 4,) and the matched filter
where we usedj; = Y., Ri; + Awy; from the definition outputs ¢y, y»). The graph corresponding to this multiuser
of § and (9a) which impliesZ]N:l Ri; = —E]N:l cij. The detection problem is shown in Fig. 1. The rules given above
only remaining capacity;o, x4 1, can be found from (9c). The @€ used to construct the graph:
following rules construct the related network for the optimum 1) ci2 = co1 = A1 Aap;
multiuser detection problem: i) c10=rc20=c30 =0, cor=0, co2 = f3, co3 = —(a+13);

i) Sete;; = —Ry; fori, j=1,---, N; i) c13 = o — A1, co3 = = Aoy,

N
Ci, N+1 = —¥i — Z cij + coi = —Ayi + coi (10)
i=1
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The capacities of the cuts corresponding to four possible casemature sequences, the cross correlation between any two
for (b1, ba), C(by, bs), are calculated from Fig. 1 to be users become$;; = —(1/G) for i # j where G is the
. o processing gain.
ggjr—; 287 (1)3 - ?41A2p _ A The steps of polynomial time optimum multiuser detection
CUT;: 0(17 0) = A Asp — Arys algorithm for V users with all nega_tlve cross correlations are:
o 0(17 1) = — Ay — Aoy 1) construct the related network wifiv + 2) nodes; 2) solve
’ the minimum cut problem in this network using a polynomial
Note the equivalence of the values of the cost function in (1fiine algorithm such as FIFO preflow-push [3]; and 3) using the

and the capacities of the cuts calculated above. membership function declat&. Note that while constructing
the related network only a linear number of arc capacities
IV. OPTIMUM MULTIUSER DETECTORS (the ones that depend @) need to be changed from bit to
WITH PoLYNOMIAL COMPLEXITY bit, because others depend only Brwhich is fixed once the
The arguments in Section IIl show that the optimum mufignature sequences and the received amplitudes of the users

re fixed.
eference [7] gives a decision-feedback detector which
ieves the asymptotic efficiency of the optimum multiuser
gtector under certain conditions on the cross correlation
trix and users’ received powers. The contribution of [7]
prs from that of this work in two ways. First, the decision
gnechanism of [7] achieves thasymptoticefficiency of the
timum detector. In other words, it achieves the probability
error of the optimum detector in the low background noise

tiuser detection problem is equivalent to finding a minimu

capacity cut between the source and the sink nodes of
related network. For a general optimum multiuser detecti
problem the capacities of the arcs in the related network can
both positive and negative depending on the cross correlati
between the signature sequences. Unfortunately, in this gen
case the minimum cut problem is an NP-hard problem as w
[5]. However, in the special case when the capacities of tR
arcs not incident to both source and sink are nonnegath?,

the minimum cut problem is solvable in polynomial time!€9'on ¢ — 0). Second, the conditions of [7] are more

The minimum cut problem is the dual of the maximurﬁeStriCtive than those given here in the sense that the conditions

flow problem for which there are many polynomial timeof [7] are defined in terms of both cross correlations and

algorithms [3]. For example, the computational complexity JFCEiVEd powers of the USETS. The detection a!gorithm of this
first in—first out (FIFO) preflow-push algorithm [3] i9(N?) work, on the other hand, achieves the probability of error of

where N is the number of nodes of the network. This implie e optimum detector irrespective of the users’ powers or the
vel of background noise as long as the cross correlations

that the computational complexity of the optimum multius . .
detection problem i©(N3) where  is the number of active etween the signature sequences of the users are all negative.

users, because if the dimensionality of the optimum multiuser
detection problem isV then the number of nodes in the V. CONCLUSION

associated n_etwork GV + 2). . In this letter we showed that if a set of signature sequences
From rule i) we observe that the capacities of the arcs no

I . Where all cross correlations are negative is used, then the
incident to source and sink are guaranteed to be nonnegauv?. : . . 3
. . optimum multiuser detection problem is solvable G{N?)
only if R;; < 0for all i # j. Note thatR;; < 0 does not apply time
to the diagonal elements @&, since the optimum multiuser '
detection problem of (3) is insensitive to the values of the
diagonal elements oR, because:? = 1 for a; € {-1, 1}.

Moreover, sinceR;; = A; A;I';; the condition thatR;; < 0 [1] S. Verdi, “Minimum probability of error for asynchronous Gaussian
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