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This paper describes a global job shop scheduling procedure that uses a genetic algorithm to
find a good schedule. Unlike previously considered algorithms, this procedure has been imple-
mented in the scheduling system for a manufacturing facility and has led to improved scheduling.
This facility is a semiconductor test area. The test area is a job shop and has sequence-dependent
setup times at some operations. The concern of management is to meet their customer due dates
and to increase throughput. This requires the coordination of many resources, a task beyond the
ability of simple dispatching rules. We discuss a centralized procedure that can find a good schedule
through the use of a detailed scheduling model and a genetic algorithm that searches over com-
binations of dispatching rules. We discuss our effort in developing a system that models the shop,
creates schedules for the test area personnel, and makes a number of contributions to test area
management.

(JOB SHOP SCHEDULING; GENETIC ALGORITHMS; SEMICONDUCTOR MANU-
FACTURING)

1. Introduction

In many areas of manufacturing, the ability of a facility to meet its objectives depends
on the close coordination of resources. This coordination must occur on different levels:
capacity planning, release planning, and lot dispatching. Many researchers have developed
approaches for the first two levels. In this paper, we consider the very difficult scheduling
problems that exist at the third level. Outside of shop floor control systems that have
implemented simple dispatching rules, no successful commercial packages are available
for good global scheduling. However, increases in computing power mean that such a
system is now feasible.

We are concerned with the effective scheduling of a semiconductor test area, which
can be classified as a job shop environment. Effective scheduling can lead to improvements
in throughput, efficiency, customer satisfaction (measured by meeting due dates), and
other performance measures. A number of characteristics make the semiconductor test
area difficult to control. These include the conflicting goals of management (balancing
increased throughput against meeting due dates), work centers with sequence-dependent
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setup times, operations where multiple lots can be processed simultaneously, and timing
relationships between operations.

This paper describes a global job shop scheduling system developed for semiconductor
testing. We will examine the needs of the semiconductor test area, discuss their require-
ments for a scheduling system, and present our approach to the job shop scheduling
problem. While implemented in this particular test area, the approach could be applied
to other manufacturing facilities.

The primary function of the global job shop scheduling system is to use information
about the current status of the shop, the jobs to be manufactured, and the production
process in order to create a schedule of activities for each work center in the shop over
a fixed time period. By using a centralized procedure with global information, the system
can search for a schedule better than that computed by making nearsighted, local decisions.

The system finds good solutions with a genetic algorithm, a type of heuristic search.
One interesting characteristic of this search is that it looks for an efficient schedule by
testing different combinations of dispatching rules with a finite capacity scheduling sim-
ulation. The use of dispatching rules is an effective local procedure to find a job shop
schedule; such techniques do not, however, use any global information. The search over
the combinations of dispatching rules overcomes this deficiency. While global scheduling
techniques have been proposed before, the important contributions of our work are the
development of a genetic algorithm for job shop scheduling and the implementation of
a scheduling system that uses this genetic algorithm to discover better schedules.

The next section of this paper will discuss some background and related research on
job shop scheduling. The genetic algorithm for global scheduling is introduced in Section
3, and a small example of the search space is presented. Section 4 describes the scheduling
problem in the semiconductor test area under consideration and the global job shop
scheduling system developed. We summarize the paper in Section 5 and describe how a
similar system may be useful in other manufacturing environments.

2. Job Shop Scheduling

The problem of coordinating resources to ensure efficient manufacturing is a difficult
problem. When the shop is producing parts that have the same route and require short
setups, a just-in-time (JIT) philosophy may result in efficient scheduling through a pull
system. In many situations, however, the manufacturing process is much more compli-
cated (more significant changeovers and more variety in the product routings), and finding
an optimal or near-optimal schedule is an impossible task.

The traditional method of controlling job shops is the use of dispatching rules. A
dispatching rule is a sequencing policy that orders the jobs waiting for processing at a
machine; the ordering depends upon the particular dispatching rule used. Common rules
include the shortest processing time (SPT) and earliest due date (EDD) rules.

While such rules have been the subject of much research, standard dispatching rules
have a narrow perspective on the scheduling problem, since they ignore information
about other jobs and other resources in the shop. More advanced look-ahead and look-
behind rules attempt to include more information, but their reach is still limited. Effective
job shop scheduling depends upon the interaction of a number of factors. The complexity
of these interactions makes the development of a global scheduling system a diffi-
cult task.

A number of researchers have looked at semiconductor manufacturing at all levels,
from production planning to scheduling. Approaches to shop floor control include lot
release policies, dispatching rules, deterministic scheduling, control-theoretic approaches,
knowledge-based approaches, and simulation. Uzsoy, Lee, and Martin-Vega (1992a, 1993)
review a substantial number of papers that consider these approaches to semiconductor
scheduling.
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The research into semiconductor manufacturing includes corporate-wide production
planning that uses a rate-based model of production and linear programming (Hackman
and Leachman 1989; Leachman 1993). Such a global planning system has been developed
under the name IMPReSS at Harris Semiconductor. Hung and Leachman (1992) have
developed an iterative method that uses a linear program and a discrete-event simulation
to develop long-term production plans for a wafer fabrication.

While most of the research in semiconductor scheduling has concentrated on the
fabrication of semiconductor wafers, a number of other papers have addressed the prob-
lems of semiconductor test. These include Lee, Uzsoy, and Martin-Vega (1992), and
Uzsoy, Lee, Martin-Vega, and Hinchman (1991a); Uzsoy, Martin-Vega, Lee, and Leonard
(1991b); and Uzsoy, Lee, and Martin-Vega (1992b). Lee, Martin-Vega, Uzsoy, and
Hinchman (1993) report on the implementation of a decision support system for the
dispatching of lots in a semiconductor test area. Our work is the natural extension of
this system.

Previous approaches to the production of detailed shop schedules for planning and
shop floor control include expert systems like ISIS (Fox and Smith 1984), opIS (Smith,
Fox, and Ow 1986; Ow and Smith 1988), MICRO-BOSS (Sadeh 1991), and OPAL (Bensana,
Bel, and Dubois 1988); cost-based procedures such as OPT (Optimized Production Tech-
nology, reviewed by a number of authors, including Jacobs 1984), Faaland and Schmitt
(1993), and the bottleneck dynamics of SCHED-STAR (Morton, Lawrence, Rajagopolan,
and Kekre 1988); simulation (Leachman and Sohoni; Najmi and Lozinski); and leitstands
(scheduling decision support systems described by Adelsberger and Kanet 1991). Recently,
Adler et al. (1993) have described the implementation of a bottleneck-based scheduling
support system for a paper bag production flow shop. While these approaches have been
developed for a number of different manufacturing processes, the complications of the
semiconductor test area forced us to consider a new design.

Job shop scheduling, as one of the most difficult scheduling problems, has attracted a
lot of attention from researchers. Techniques such as the shifting bottleneck algorithm
(Adams, Balas, and Zawack 1988) or bottleneck dynamics (see Morton 1993, for example)
concentrate on solving the problem one machine at a time. More work has gone into
the development and evaluation of various dispatching rules. Panwalkar and Iskander
(1977) present a list of over 100 rules. Recent studies include Fry, Philipoom, and Black-
stone (1988), Vepsalainen and Morton (1988), and Bhaskaran and Pinedo (1991).

More sophisticated look-ahead and look-behind rules have also been discussed. Look-
behind rules (called x-dispatch by Morton 1992) consider the jobs that will be arriving
soon from upstream machines. Look-ahead rules consider information about the down-
stream machines. This includes the work-in-next-queue and the number-in-next-queue
rules of Panwalkar and Iskander (1977), bottleneck starvation avoidance (Glassey and
Petrakian 1989), and lot release policies that look-ahead to the bottleneck (Glassey and
Resende 1988; Leachman, Solorzano, and Glassey 1988; Wein 1988). Look-ahead and
look-behind scheduling problems have been studied in Herrmann and Lee (1992) and
Lee and Herrmann (1993).

Heuristic searches have also been developed for job shop scheduling. Van Laarhoven,
Aarts, and Lenstra (1988) study the disjunctive graphs associated with a job shop sched-
uling problems and develop a simulated annealing approach to minimize the makespan.
Matsuo, Suh, and Sullivan (1988) use a different type of simulated annealing for the
same problem. Barnes and Chambers (1991) use a tabu search to find good job shop
schedules. Genetic algorithms (described in detail in the next section) have been suggested
for job shop scheduling by Davis (1985), Storer, Wu, and Vaccari (1991), Fox and
McMahon (1990), and Nakano and Yamada (1991). These researchers have concentrated
on the classical job shop problem of minimizing makespan. In particular, the more well-
known procedures use the disjunctive graph to represent the problem. Unfortunately,
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manufacturing environments like semiconductor test areas often have more complicated
problems that require more complicated scheduling models.

3. A Genetic Algorithm for Job Shop Scheduling

One approach to difficult scheduling problems such as job shop scheduling is local
search, an iterative procedure that moves from solution to solution until it finds a local
optimum. Smart-and-lucky searches (or heuristic searches, or probabilistic search heu-
ristics) attempt to overcome the primary problem of these simple searches: convergence
to local optima. These more complex searches are smart enough to escape from most
local optima; they still must be lucky, however, in order to find the global optimum.

Common smart-and-lucky searches include simulated annealing, tabu searches, and
genetic algorithms. Simulated annealing was developed independently by Kirkpatrick,
Gelatt, and Vecchi (1983) and Cerny (1985). Tabu search can be traced to a paper by
Glover (1977). Holland (1975) developed the ideas of genetic algorithms. Recent books
on genetic algorithms include Davis (1991) and Goldberg (1989).

3.1. The Basics of Genetic Algorithms

The genetic algorithm (sometimes abbreviated as GA) is a procedure that mimics the
adaptation that nature uses to find an optimal state. In a genetic algorithm, solutions are
represented as strings (chromosomes) of alleles, and the search performs operations on
the population of solutions. Liepins and Hilliard (1989) identify these operations as the
evaluation of individual fitness, the formation of a gene pool, and the recombination
and mutation of genes to form a new population. After a period of time, good strings
dominate the population, providing an optimal (or near-optimal) solution.

The solution string may be a sequence of binary bits or a permutation of objects. The
fitness of a solution is its objective function evaluation or ranking. In forming the gene
pool, the algorithm selects, through some random process, those solutions that are more
fit. The recombination is some type of crossover, where offspring solutions are created
with the characteristics of their two parents. It is this powerful crossover mechanism that
makes genetic algorithms special. A mutation operation is used to maintain diversity by
randomly changing some solutions.

The power of a genetic algorithm lies in the fact that each individual in the population
carries a number of patterns (schema) in its chromosome. These patterns are shared by
other individuals and form the building blocks of good solutions. The more schema that
an individual shares with an optimal solution, the more likely it is for that individual to
have a good fitness and to be selected to parent offspring. A genetic algorithm works
because good (short) schema survive exponentially, leading to high-quality solutions.
Moreover, the population of solutions provides an implicit parallelism that allows many
areas of the search space to be explored at once.

A genetic algorithm, however, may have difficulty finding good solutions if the strings
are inappropriate representations of solutions, the strings exclude important problem
information (such as constraints), or the algorithm converges to a local optimum. The
first issue is the most important for scheduling problems: representation is difficult for
combinatorial problems because standard crossovers on permutations may lead to in-
feasible strings.

3.2. The Heuristic Space

The idea of searching heuristic and problem spaces was reported by Storer, Wu, and
Vaccari (1990), who examine the general job shop scheduling problem. They define a
heuristic space composed of vectors of dispatching rules. Each rule in a particular vector
is used for a fixed number of dispatching decisions, regardless of the machine being
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TABLE 1
Due Date and Route of Each Job

Due Date Sequence of Machines to Visit

8 Machine 1, machine 2, machine 3
12 Machine 1, machine 2
17 Machine 2, machine 1, machine 3
15 Machine 2, machine 3

scheduled, in order to generate a schedule. That is, all of the machines use the same
dispatching rule at the same time until the next rule replaces it. (Papers that investigate
searches over problem spaces for scheduling problems include Herrmann and Lee 1993;
Wu, Storer, and Chang 1993; Bean 1994).

The approach presented here has a different perspective. In the dynamic job shop
scheduling environment, the number of operations to be scheduled is unknown. Thus,
it is impossible to divide the scheduling horizon by allocating to each rule a fixed number
of operations. Instead, a separate dispatching rule is assigned to each machine. The system
can evaluate the combination of dispatching rules (which we call a policy) by measuring

Machine 1 Machine 2 | Machine 3

Job 4 B

FIGURE 1. Task Processing Times for Each Job. Tasks Grouped by a Dotted Line are on the Same Machine.
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FIGURE 2. Policy 1: [EDD, EDD, EDD]. Makespan = 21.

the performance of the schedule that is created by using this policy. Changing the policy
by modifying the dispatching rule on one or more machines changes the schedule created.

In order to demonstrate this idea, consider the following four-job, three-machine prob-
lem (Table 1 and Figure 1) and two policies used to dispatch the jobs waiting for processing.

Policy 1 = [EDD, EDD, EDD]. Under this policy, the tasks waiting for processing at M,
are sequenced by earliest due date first. Thus, when both J; and J, are at M, J; is
sequenced first since its due date is 8 (see Figure 2).

The dispatching rule for M, is EDD, so the tasks are sequenced by the job due date.
When J; and J, are at M, J, is selected. After this task is completed, J; has arrived and
its due date is also smaller than J5. J; is delayed again when J; finishes and J, simulta-
neously arrives.

Policy 2 is [SPT, SPT, SPT], which leads to a different ordering of the jobs (see Figure
3). On M, the job J, has the shortest task processing time and is thus preferred. On M,
the job J; has the shorter task processing time and is scheduled first.

Obviously, the application of a different policy creates a different schedule with a
different objective function value on any objective one could wish to measure (makespan,
defined as the maximum job completion time, was chosen here only as an example).

These policies can be easily manipulated by a genetic algorithm. Traditional genetic
algorithms must be modified for machine scheduling problems since the components of
the strings (the jobs in the sequence) are not independent of each other. The heuristic
space described above, however, consists of vectors that have independent elements. That
is, the dispatching rule for the first machine does not affect what values the other elements
can have. Thus, a crossover operation that breaks two strings (vectors) and joins the
separate pieces yields offspring that are valid points in the search space.

3.3. A Genetic Algorithm for Global Scheduling

The Genetic Algorithm for Global Scheduling (GAGS) is the engine that finds good
schedules for the given scheduling problem. GAGS consists of two primary components:

iJ) ! 1R

J4_ J1 J3

758 10 11 14

FIGURE 3. Policy 2: [SPT, SPT, SPT]. Makespan = 18.
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Input Data

GAGS

Genetic
Operator

* Parents

Offspring
Policy

Scheduling Model

Population of Policies | |  Offspring Performance

Best Policy

Schedule

FIGURE 4. GAGS-Scheduling Model Interface.

the genetic search and the model of the shop floor. The interaction between these two
functions is outlined in Figure 4. The genetic algorithm starts with a number of policies
(see Table 2 for a list of the dispatching rules that were used in the global scheduling
procedure). The fitness of each policy is the quality of the schedule created if the jobs in
the shop are dispatched according to the policy. The model of the shop floor is employed
to build this schedule from the set of shop, job, and process information.

The genetic algorithm creates new offspring policies by combining two policies in the
population (crossover) or changing a solitary parent (mutation). Each offspring is evaluated
using the scheduling model. For instance, consider again the above three-machine problem
and the two policies [EDD, EDD, EDD] and [SPT, SPT, SPT]. Their fitness evaluations (if
we use the makespan objective function) were 21 and 18. If we split each policy after the
first rule and link the beginning of the first policy with the remainder of the second
policy, we create the offspring policy [EDD, SPT, SPT], which the reader can confirm
creates a schedule with a makespan of 17 (see Figure 5).

The quality of the schedules produced by the genetic algorithm was tested by using
the search to find solutions for a few example problems. For a scheduling problem based

TABLE 2
List of Dispatching Rules Considered

SPT

Minimum Setup

EDD ;

Shop: Late-Setup Match-EDD
Slack per remaining operation
Modified Due Date

Longest Processing Time
Earliest Finish Time

First In First Out

Least work in next queue
EDD Look-ahead to burn-in
SPT Look-ahead to burn-in
Look-behind from burn-in
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FIGURE 5. Policy 3: [EDD, SPT, SPT]. Makespan = 17.

on the test area under study, the search was able to find schedules with 12% less total
flowtime than the average schedule produced by a standard dispatching rule. On a classic
10-job by 10-machine problem, the search found schedules with 16% less makespan than
schedules generated by dispatching rules. These rules included SPT, LPT, FIFO, EDD,
Shortest Remaining Processing Time, Slack per Remaining Operation, Modified Due
Dates, and Work in Next Queue. Since the genetic algorithm examines a number of
different dispatching rule combinations, it is clear that it will be able to find, for any
objective function, a better schedule than one generated by a fixed sequencing policy.

In this procedure, the model of the shop floor is the problem to be solved, and the
genetic algorithm provides different heuristics. The system depends upon this model,
therefore: only with a valid model can the scheduling system create an implementable
plan. In this work, the model is a deterministic simulation of the shop. It uses as input
a set of resources that correspond to the equipment and staffing of the test area, a set of
jobs that correspond to the lots that need processing in the test area, and expert knowledge
about the production processes. The dispatching rules in the policy provided by the
genetic algorithm sequence the jobs at each resource. Events in the simulation correspond
to resources beginning work on a task and resources finishing tasks. Other events are
added as necessary to control the simulation of the production process.

Note that the search is not affected by the complexity of the scheduling problem being
solved. The genetic algorithm can find solutions to classical problems and to problems
with previously unconsidered characteristics. In addition, it can take advantage of com-
plexity by including dispatching rules designed for use in that environment.

4. Global Job Shop Scheduling

This section discusses the model of the manufacturing process and the scheduling
needs of the semiconductor test area under investigation. The design, implementation,
and contributions of the global job shop scheduling system are also presented.

4.1. Modeling the Semiconductor Test Process

The manufacturing of semiconductors consists of many complex steps. This includes
four primary activities: wafer fabrication, probe (where the circuits on the wafer are
electrically tested before being separated), assembly, and test. This research is concerned
with the last facility. The routes of lots through the test process vary significantly over
the many different types of products, leading to a job shop scheduling problem.

The area under study tests commercial-use semiconductor devices. There are over
1,400 product lines. The test area has three shifts per day, five days a week. The resources
in the area include nearly sixteen electrical test heads and a dozen branders. The staffing
on a normal shift consists of nearly fifteen personnel in eight areas. The product mix
changes continuously, and staffing and machine resources often change to reflect this.
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The area tests digital products on the Digital side of the floor, and analog devices on the
Analog side. ,

Although a typical product may have a route that consists of over 30 numbered op-
erations, only a fraction of those are steps where significant time and resources are required.
The job shop model of the test area concentrates on the following operations: electrical
test (room, low, and high temperature), brand (where the name of the company and
other information is printed on the device), burn-in, burn-in load and unload, visual-
mechanical test, and document review. Due to the re-entrant nature of the process, an
average lot will have twelve steps that need processing.

Most of the operations in the semiconductor test area are electrical or physical tests,
performed in an automated fashion or by hand. During these tests, each device in a lot
must be examined. Thus, the processing times depend directly upon the size of the lot.
Also, the products in the test area have different package types, which require different
resources at the electrical tester in order to examine the devices in the lot.

In the burn-in area, an operator loads the devices in the lot onto a specific type of
burn-in board; these boards are placed in an oven and stressed for a specified period of
time. (An oven may hold more than one lot simultaneously.) After this period, the devices
must be unloaded from the boards and then undergo electrical testing within a 96-hour
window.

In our model of the test area, a work center exists for each tester, machine, or operator
that needs to be scheduled. The burn-in ovens and boards are modeled separately. Each
work center has a list of the operations that can be performed at the station. Distinct
resources that perform the same operations are modeled as separate stations, each with
a queue of jobs that next need processing at that station. These queues are sequenced by
the dispatching rule for that station. Thus, different combinations of dispatching rules
create different schedules.

As Lee, Martin-Vega, Uzsoy, and Hinchman (1993) mention, the test area has five
features that distinguish it from classical job shop scheduling:

1. Sequence-dependent setup times and re-entrant product flows,

2. Machines with different scheduling characteristics,

3. Complex interactions between machines,

4. Dynamic production environment, and

5. Multiple, conflicting objectives.

These characteristics make effective scheduling of the semiconductor test area a difficult
task. They also encourage us to design a global scheduling system that can search for -
good solutions without being obstructed by complexity.

4.2. Scheduling System Background

The test area was using a set of dispatching stations to sequence the lots awaiting
processing at each work center at the beginning of the shift. (The development of this
system is described in Lee, Martin-Vega, Uzsoy, and Hinchman 1993.) During the shift,
this ordered list of lots was updated by using the dispatch station to resequence the lots
in the queue, since more lots may have arrived. The dispatching stations and rules are
part of a software module called Short-Interval Scheduling (SIS).

SIS is a component of WORKSTREAM, a product of Consilium, Inc. (Consilium 1988).
WORKSTREAM is the test area’s computer-integrated manufacturing (CIM) system and is
implemented on the corporate VAX mainframe. Transactions such as processing a lot or
beginning a setup are logged into WORKSTREAM, which maintains information about
the current status of each lot and each machine. This information is used by SIS to

.sequence the lots waiting for processing.

In addition to WORKSTREAM, the company uses higher-level systems such as Activities

Planning and Dispatching (AP/D) to match the production lots to customer orders and
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IMPReSS to determine the amount of product that each area of the company (including
the test area) should produce each week. All of these systems provide critical data about
the lots to be processed and the characteristics of the test area. This information is needed
to model the test area.

While sis has led to better scheduling in the test area, it has a number of disadvantages
related to the structure and capabilities of the CIM system. The primary obstacle is that
dispatching rules are making local decisions (even when they attempt to look-ahead or
look-behind). Thus they are unable to know how their decisions affect the work at other
areas in the test area. And they are unable to take advantage of information that may
lead to better dispatching decisions. In addition, the dispatching rules are unable to use
information about processing and setup times.

The test area planners need to efficiently schedule the shop floor, to know when op-
erations are going to be completed, and to see how the assignment of personnel affects
test area performance. The test area managers need to measure operator performance,
to meet customer due dates, and to test as much product as possible.

To meet these requirements, a scheduling system has to use global information about
this complex production process and to search for a better schedule. Therefore, we
developed the genetic algorithm for global scheduling (GAGS), which is described in Sec-
tion 3.

4.3. Scheduling System Design

The global scheduling system includes a simulation model of the test floor and an
optimization procedure that can search for schedules using a genetic algorithm (GAGS).
The search over combinations of dispatching rules finds a schedule that is better than
any schedule that a predefined set of dispatching rules could create. This schedule specifies
the order in which the lots should be processed and the times at which the operations
should be done.

The system can be used to react to unforeseen events that might occur during the
course of a shift by including new information and producing a new schedule; for example,
a machine may fail, or an important lot may arrive. The system also serves in a decision
support manner, allowing the planners to determine the effects that changing resources
has upon the schedule. Through the use of reasonably accurate processing time estimates,
the schedule can be used as a target for the shift; the work completed by the shift personnel
can be compared to the work on the schedule.

The foundation for the system is the test area’s extensive CIM system, which provides
the information necessary to model the test area. Finally, the global scheduling system
is under the control of production planners, who use the computing power of the system
to evaluate alternative plans and to create a detailed schedule for the shop floor.

The most important component of a global job shop scheduling system is the model
of the shop floor. Only with a valid model can a scheduling system create plans that
match reality. For our project, the model was a deterministic simulation of the test area.
It uses as input a set of resources that correspond to the equipment and staffing of the
test area, a set of jobs that correspond to the lots that need processing in the test area,
and a set of dispatching rules that sequence the jobs at the resources. Thus, the model
creates a schedule for the current scenario.

4.4. Information Requirements

The scheduling system makes use of data from a number of sources inside and outside
the test area’s CIM system (see Figure 6). Three general types of files can be described:
data extracted from the CIM, data collected by the project team, and data entered by the
user. The first category includes data that is fairly stable and data that constantly changes.
Stable data includes information about the product routes. This Product-Operation (PROP)
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FIGURE 6. Data Structures.

file matches each product to the operations that need to be performed. This file is updated
weekly as new products are added to the product mix. Other files of extracted information
list package types, burn-in board requirements, and tester requirements.

The dynamic data is primarily the lot status information. The status of a lot changes
as it undergoes different operations. Before each shift the CIM system takes a snapshot
of the status for each lot in the test area. The scheduling system extracts from this report
lot status information for each lot in the Digital side of the area. The status of a lot
continues to change during the day, and these changes are noted on the next report.

The project team also collected data on processing times and test area resources. The
collection of processing times will be discussed in Section 4.6. The resources file matches
each type of resource (tester, brander) to the operations that it can process.

Finally, the user controls other information needed for the scheduling system, including
the current test area resources (how many of each type), the dispatching rules to use, the

schedule of employee breaks, the status of any down machines, and the arrival of any
new lots which must be expedited (“hot lots™).

4.5. Implementation of Global Scheduling

After creating the scheduling model and the genetic algorithm off-line, we installed
the basic programs on the corporate mainframe. We began testing the system and de-
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veloping the utilities that collect the necessary job, shop, and process information. Working
closely with the test area personnel, we began to run schedules each day. Feedback from
these initial schedules led to improvements in all parts of the system. A technology
transfer session formally introduced the system capabilities to the test area personnel,
and soon they began to run the system themselves. The project team created user interface
programs and documentation so that the test area would be able to use, understand, and
maintain the system.

The scheduler performs shift scheduling for the Digital side of the test area. Output from
the system includes the shift schedule, which lists each work center, the lots to be scheduled,
and the approximate start and finish times for each operation. Also available are post-shift
performance reports that compare the production of the test area to the schedule.

User interface programs make it easy for the users to collect and modify data, create
a schedule, view the output, and create performance reports.

Creating a schedule consists of a number of steps. First, the current status of all of the
lots in the test area is determined from the pre-shift lot status report. Lots of analog
devices and lots in a stores operation are ignored.

Second, the lot status information is combined with the PROP file, which converts lots
into jobs. The job consists of relevant lot information and a number of operations. The
lot information includes product class, due date, and lot quantity. For each operation a
processing time is computed along with a remaining cycle time.

Third, the user must check the current shop settings on resources, dispatching rules,
and employee breaks. The user is shown the default settings and has the opportunity to
make any changes.

Fourth, the schedule is created using the job, shop, and process information collected
to this point. This schedule can be created using the genetic algorithm, which searches
over combinations of dispatching rules, or the dispatching rules chosen by the user. In
the latter case, no search is performed.

The genetic algorithm begins with a population of randomly created policies. The
genetic operators shift the population toward more successful policies (measured on their
ability to create a schedule with more on-time jobs). The algorithm stops after a fixed
period of time; this time was selected after experimentation into the trade-off between
schedule quality and search effort.

In addition to creating a shift schedule, the system creates a number of other files that are
used to drive performance reports. There are three performance reports: shift summary,
daily summary, and daily detailed. The summary reports compare what was done with what
was scheduled. The scheduled operations for each machine are compared to the operations
that have been performed on those lots. The detailed report compares the scheduled processing
times to the actual times that are derived from daily lot history files.

If the user makes no changes to the default shop settings, the entire process can take
as little as ten minutes. This compares to the fifteen minutes necessary in SIS to sequence
just the lots waiting at one work center (the sort is slow due to the computing overhead
associated with the massive SIS software). Therefore, the process can be done as part of
the pre-shift planning, and the user has ample opportunity to update any data and to
experiment with different shop settings.

4.6. Implementation Issues

During the development and implementation of the system, we had to continually
compromise between the accuracy of the models and the requirements of the system.
These compromises balanced the variation of processing times, the quest for perfection,
the benefit of simplicity, the timeliness of data, and the use of a genetic algorithm for
optimization.
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Processing Times. One primary problem was a result of our attempt to model an
uncertain process with a deterministic procedure. We wanted to use processing times to
set reasonable targets for the test floor. Thus, we needed good estimates of what the
processing times should be. The collection of these estimates was an important concern.
We had historical data from the factory control system, which monitors when each lot
begins and ends each operation, and developed estimation equations that use package
type and lot size to calculate a processing time.

Perfection. We learned that perfection is an unattainable goal in a setting as complex
as semiconductor test. However, we also learned that falling short of perfection is sufficient
if our system improves the ability of the facility to satisfy customer demand efhciently.
From the beginning, management knew (better than the project team did) that we could
not hope to capture all of the activities that occur. This attitude allowed us to build a
significant model instead of being overwhelmed by the complexity of finding an optimal
solution. Since modeling and controlling the test area perfectly was beyond our reach,
we concentrated on developing a system which meets the needs of the test area planners
and provides them with a tool which they can use to intelligently manage their facility.

Simplicity. A significant feature of the implemented system is the ability of production
planners to modify data related to resources and other factors. This called for a number
of modules that could manipulate the data without requiring undue effort from the
planners. These modules were user-friendly (easy to understand and fail-safe), flexible
routines that the planners felt comfortable using. We feel that this has contributed to the
success of the implementation.

Timeliness. Next to the estimates of processing times, accurate information about
lot status was the hardest data to gather. Since there are hundreds of lots in the facility’s
inventory, determining which lots are waiting at which stations is not a trivial task. The
scheduling system depends upon WIP extracts that are run from the factory control system
before each shift. Although the planners have the ability through the factory control
system to check on the status of individual lots, it was not possible to develop procedures
to gather the status of the lots during the middle of the shift due to the amount of work
the CIM system would have to perform.

Because of this deficiency, the scheduling system could react to unforeseen events only
by rebuilding the original schedule from the beginning of the shift and incorporating the
new information about machine breakdowns and lot arrivals. Searches to find good
schedules were not possible. Accurate updated schedules could be found (with or without
a search); however, if the lot status extract could be constructed quickly during the shift.

Optimization Procedure. A number of other researchers continue to work on ways
to solve the job shop scheduling problem. Although there is no guarantee that the heuristic
space genetic algorithm is the best procedure for finding a good shop schedule, a search
over dispatching rules seemed to be an ideal approach for the needs and requirements
of the test area.

The system makes use of the scheduling model and a separate genetic algorithm pro-
gram. The two procedures are distinct modules developed and modified independently,
yielding a great deal of flexibility during the testing and implementation of the scheduling
system. We chose the genetic algorithm to gain the power of its parallelism and its sim-
plicity and to avoid the premature convergence of local searches. The test area personnel
could understand how policies combined to form new policies and how these policies
could be used to create schedules.

4.8. Contributions of Global Scheduling

The test area now has a tool that can substantially improve scheduling through the
combination of global information, a detailed scheduling model, a genetic search for
good schedules, rescheduling after unforeseen events, and short-term performance reports.
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According to the test area managers, the self-directed work teams using the scheduling
system in the test area are maintaining a 90-96% on-time delivery rating; previously,
they were using a manual scheduling system, and the test area had a 75-85% rating.
Based on these results and other improvements, the company is expanding to other
production facilities the effort to improve customer satisfaction through enhanced sched-
uling procedures.

The global system has a number of strengths compared with SIS, the previous scheduling
system. As a centralized procedure, it can make use of information from around the test
area including processing times, queue lengths, current setups, resource availability, and
job arrivals. Testing on the shift schedules created showed that the genetic algorithm
finds schedules that have more on-time lots than schedules created the fixed set of dis-
patching rules.

The schedule produced by the system gives the test area an overview of what should
happen during the shift. After the shift ends, the schedule can be used to measure the
performance of that shift. In fact, the ability to accurately model the test area and au-
tomatically compute a shift schedule was just as important to the test area as the ability
to find better schedules. The effort spent on creating shift schedules has been reduced
from 120 to 15 hours per week. The simulation component of the system allows the test
area planners to forecast how modifying the level of available resources will affect the
output of the test area. The system can also react to certain unforeseen events that may

necessitate a change in the schedule.

5. Summary and Conclusions

This paper describes the development of a global scheduling system that uses a genetic
algorithm to find good schedules. This system has been successfully implemented in a
semiconductor test area. Controlling the test area is a complex, dynamic job shop sched-
uling problem where it is difficult to meet the management objectives of satisfying cus-
tomer demand on-time and increasing throughput. The scheduling system uses the ex-
tensive data available in the CIM databases in order to simulate the operation of the test
area. This system uses a genetic algorithm to search for combinations of dispatching
rules that yield better schedules than those created by fixed dispatching rules. The primary
accomplishments of this research are the implementation in a manufacturing environment
of an advanced job shop scheduling system that uses modern information technology
and the new heuristic procedure that searches the combinations of dispatching rules to
find a better schedule.

This approach could be extended to any manufacturing area that has a complicated
shop scheduling problem and a computer-integrated factory control system that can
supply the necessary data for such a global scheduling system. In fact, the semiconductor
manufacturing firm where we have implemented the system is considering exporting this
system to other areas.

Additional research needs to focus on creating systems that manage uncertainty more
explicitly, react confidently to unforeseen events, adapt readily to a changing manufac-
turing setting, and use more satisfactory processing time estimates. As a heuristic space
procedure, the genetic algorithm could be used with other procedures that use control
parameters to generate schedules.'
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