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A major issue in the Wireless ATM system design is the selection of a suitable
channel sharing/media access control (MAC) technique. The design challenge
is to identify a wireless “multimedia capable” MAC approach that provides a
sufficient degrec of transparency for many ATM applications. In this thesis, a
reservation based MAC protocol which satisfies the service requirements of dif-
ferent traffic classes, has been proposed for a centralized network architecture.
Each cell in the system consists of a base station (BS) serving many wireless
terminals (WTs). The basic idea behind the proposed protocol is a sequence of

Control-Data Frames (CDFs); each of which consists of a control phase followed

o

by a data phase. WTs transmitting in the dava phase of a CDF also ssud de-

[4

tailed signaling information to the BS using a new scheme called the “superslot”

scheme. The signaling information indicates the number of packets at each WT



and their “priorities”. The availability of this information enables the BS to
allocate bandwidth such that statistical multiplexing is possible and at the same
time ensuring that QoS guarantees are met. An ABR based congestion control
scheme that leads to a dramatic improvement in the cell loss performance has
also been incorporated in the protocol. Results obtained from a discrete event

simulation of the system show satisfactory performance of the protocol.
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Chapter 1

Introduction

1.1 Introduction

Wireless Communication Networks, e.g. GSM, have grown very rapidly over
the past few years. While GSM targeted only voice communications, the future
wireless communication networks are expected to carry voice, data and video
as the wireless traffic is expected to be multimedia in nature. Asynchronous
Transfer Mode (ATM) has emerged as the technology of choice for carrying
multimedia traffic over B-ISDN-networks for wireline network topologies. It is
then natural to assume a combination of wireless and ATM-based service at the ~
consumer end of the network[1]. Such a combination will open a big multimedia
home or business communication network market.

Existing efforts of building a wireless local area network (LAN) are focussed
around the emerging standard of IEEE 802.11 in U.S. and HIPERLAN in Eu-
rope. However their development does not take into consideration ATM based
service requirements of QoS guarantees for botk real time and data traffic. These

multimedia applications also require wireless systems like Personal Com'nunica-



tion Networks (PCNs) to support a wide range of transmission speeds, flexible
connections including asymmetric transmission speed at the forward and the re-
turn links, and quality of service control, which conventional Ethernet cannot
support. ATM is the only transport technology available that can support mixed
multimedia traffic with a single User to Network Interface (UNI) for audio,video
and data services on the same medium.

Asynchronous Transfer Mode (ATM) has emerged as the technology of choice
for wide area network applications. The main reason for this is because ATM is
characterized by its flexibility to accommodate any type of service as well as the
high speed transport capability. In fact, ATM technology has been developed not
for specific applications but for various types of applications. ATM is capable of
carrying any kind of traffic, from circuit switched voice to bursty data traffic, at
any speed by changing the transmission rate of 53-byte long ATM cells. ATM is
thus becoming very promising and the logical choice for networking multimedia
terminals for LANs and WANS alike. Typical applications of multimedia services
are listed in Figure 1.1. They include voice, data, still picture and motion video.
To support these appllcatlons it is necessary to cover the wide range of service
b1t rates, from several tens of kllobytes per second to 10 \/Ibs/second at the.
highest and to support various service types like CBR. (constant bit rute), VBR
(variable bit rate) and ABR. (available bit rate), and UBR (unspecified bit rate).
In addition, the required deiay and error rate depend on the application. There
is evidently a need to combine the two most promising technologies namely the
wireless and the ATM technolqgies, Wireless ATM is a combination of the two
and promises to be a very exciting technology. One of the important issues 1n

a wireless system design is the choice of suitable and efficient medium access



Applicadon Service Type QoS Bit-rate Range

VYoice Telephony CO/CBR Call blocking permited 2.4 - 32 Kbps
Low-med cell loss ok
Isochronous
Digital Audio CO/CBR Call blocking permited 128 - 512 Kbps
Low cell loss reqd
Low delay jitter
Digital Video CO/CBR or Call blocking permined 64 - 384 Kbps
TeTeconfercnce CO/VBR Low-med cell loss ok 1 - 6 Mbps (TV/VCR quality)
Low delay jitter .
Digital HDTV CO/CBR Call blocking perrnitted 15 - 20 Mbps
il Low-med:cell loss ok
Low delay jitter
Computer Data CL No call blocking 0.1-1Mbps -
Best effort Low cell loss reqd
Med delay - jitter ok
E-mail CL Low transfer rate 9.6 - 128 Kbps
Best effort No call blocking

Low cell loss ok
High delay ok
High speed data CL High transfer rate -] 1-10Mbps
Burst mode packet data Very low cell loss reqd
Med delay - jitter ok

Table 1.1: Typical Application Requirements

strategies, as bandwiath is a imited and a very valuable resource ia the wiveless
medium. Here we explore the design of a “multimedia capable” MAC protocol

for a wireless ATM system.

1.2 Contribution of the thesis

In the work Lare, we present a reservaticn based MAC protecol for a home

user/office worker oriented wireless ATM network, which is capable of supporting

various traffic services and also guaranteeing QoS to services which require them.




Most of the existing MAC protocols for wireless LAN systems don’t take into
account detailed state information namely the time to expiry, buffer overflow
probabilities etc, of the packets queued et each mobile in the system. The
transmission of such information by the mobiles to the base station dynamically,
typically entails a large overhead. However, in our view, the availability of such
information is essential for the Base Station/Central Controller to be able to allot
bandwidth to each user in an efficient manner and meet the QoS guarantees.
The slot allocation scheme in the protocol presented here takes into account
the dynamic state information of the packets queued at each mobile. A new
signaling scheme called the ATM “superslot” scheme is proposed here, which
conveys the dynamic state information of a large number of packets queued at
each mobile and still requires very little o{lferhead. The performance of this
scheme is compared with other existing schemes using MATLAB simulations. A
congestion control scheme based on the ABR service based explicit rate scheme
has also been incorporated in the MAC protocol, which leads to a dramatic
improvement in the cell loss ratios at high loads. A discrete event simulation
of the system has been done usmg a network snnulator BONeS, to evaluate the
performance of the protocol. We have also been able to extract certam design
parameters of the protocol using this simulation. The protocol has been designed

under the assumption that the user in the above-mentioned scenarios requires

limited mobility, but good cuality of service.



1.3 Organization of the report

Chapter 2 gives an overview of ATM which has emerged as a technology of choice
because of its ability to support various classes of traffic. A brief description is
given of the various traffic classes that are supported in an ATM network. ABR
flow control is also discussed briefly.

Chapter 3 introduces the concept of Wireless ATM, and describes where
the usage of such a system is first foreseen. System design criteria and system
architecture for a WATM network are also discussed.

Chapter 4 gives an introduction to wide variety of existing medium access
strategies and why most of them are unsuitable for a WATM system. A reser-
vation based MAC protocol capable of suppgr‘cing QoS guarantees is presented
and discussed in detail.,

Chapter 5 discusses the various issues involved in resource allocation for real
time traffic. The existing link level scheduling schemes are examined. A new slot
allocation/scheduling policy derived from the Hop-Laxity scheme is presented

along with the buffering strategy and the buffer overflow control scheme used in

the protocol. - : : T

In chapter 6, we discuss the discrete event simulation and the results ob-
tained from the discrete event simulation of the protocol. We also discuss the

improvements to the protocols and future work, and finally the conclusions are

given.



Chapter 2

ATM Networks

2.1 ATM - Asynchronous Transfer Mode

The need for broadband communications in fixed networks has led to the devel-
opment of a new switching technology called the Asynchronous Transfer Mode
(ATMY[2]. The ATM technology will offer more flexibility and performance than
existing technologies. ATM can integrate the transmission of all kinds of data
into a single network usually called the Broadband Integrated Services Digital
Network (B-ISDN).

The ATM"'téchnologywis currerﬁly developed by two standardization dfgani—
zations; the ITU-T and the ATM Forum. The ITU-T (International Telecorﬁmu—
nications Union - Telecommunication Standardization Sector) acts as the world
wide telecommunication standardization body. The ATM Forum, on the other
hand, is an operator and manufacturer driven organization established to de-
velop and standardize the ATM technology. ETSI (BEuropean Telecommunica-
tions Standards Institute) has adopted a policy of producing ATM standards

compatible with those of ITU-T.



2.2 ATM and B-ISDN

Traditional telecommunication networks are specialized; there are clear relations
between services and networks. Many of the telecommunication services have
their own networks and those networks are typically not very suited for sup-
porting well other services than those initially intended to be supported. As an
example, the Public Switched Telephone Network (PSTN) offers two-way voice
connections while the broadcast of high quality audio programs is done using
specialized radio networks. Television signals are distributed using at least three
totally different transmission technologies; broadcasting, cable and satellite links.
For data communication, the range of technologies used is even more extensive.

Our society is becoming more and more information intensive, and both the
number of services and the number of users are expected to grow dramatically.
The new services will require higher bit rates per user than the existing networks
can offer. It would be ineffective to build a new network for every new service.
Therefore, the new technology should also be able to support future services;
services that we know nothing about when the technology is developed. The new
syscem sheuld also be able to <upport all the serv-.ces provided by the-existing
specialized networks. -

The B-ISDN vision is to suﬁport all kinds of services in a single network.
To fulfill the vision, B-ISDN needs an extremely flexible switching technology.
The ATM teciinclogy has been developed to be able to fulfill the needs of the B-
ISDN. While ATM may be considered a transfer mode for physical tra_msmission

erahling very high dato rates, B ISDN is 2 netwouk specification exploiting ATM

technology.
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Figure 2.1: ATM terminals A and B have an active virtual connection across an

ATM network

2.3 The ATM network

An ATM network consists of ATM switches that are connected to each other
using an interface called the Network-Node Interface (NNI). Terminals are con-
nected to the network using User-Network Interface (UNI). If there are privately
owned switches in the network, the interfa;ce between the public and private
part of the network is called the Public UNT and the connection between two
private switches a Private NNI (P-NNI). The ATM connection is called a virtual
connection (VC). There are two main types of virtual connections; Permanent
Virtual Connections (PVC) and Switched Virtual Connections (SVC). Figure
© 1 shows za examp'> of an ATM netvork, where terminals A and B have an
active switched virtual connection. In a switch, the traffic on a virtual con-
nection is routed according to two identifiers; the Virtual Path ldentifier (VPI)
and the Virtual Channel Identifier (VCI). Besides the VPI/VCI, the identity of
the incoming link is also used to identify a VC. A VPI/VCI is allocated for a
virtual connection by the switch when the connection is set up, and it remains
uechanged for thcrrmtire life time of the connectien. Tt should be noted that the

VPI/VCI values of a single connection are most likely to be different on different

links.
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Figure 2.2: The routing of virtual connections in an ATM switch is based on the

information of a routing table.

In ATM data is carried in small packets called cells. The cells carry their
VPI/VCI identifier in their header and this identifier is used in the switches to
route the cell. There is a routing table in e;ch switch with routing information
for all active connections passing through the switch. The routing information
includes the new VPI/VCI and the new outgoing link for every incoming VC. A
virtual path (VP), identified by a VPI, consists of many virtual channels. The
routing can also be done only according to the VPI. In this case the routing is
ralled virtual path routing and the veive of the VCI rems’ns unchanged. Tre

relation between the routing table, VPI and VCI in a switch is shown in Figure

2.2.

Signaling protocols are needed for establishing and managing connections
acruss a network. The signaling protocols to be used in ATM are currently
under development. The two main candidates for the signaling over the UNI are
the Q.2931 standardized by the ITT-T and the UNI-signaling of ATM-Forum.
The UNI signaling offers the terminal a language to speak with the ATM switch

in order to manage the virtual connections. The signaling to be used between



the switches of an ATM network is called NNI signaling and it is used for call
control and to route the virtual connection across the ATM network.

When a terminal wants to establish a ﬁew connection (virtual circuit) with
some other terminal, it uses the UNI signaling (e.g. Q.2931 SETUP message) to
request the network to setup the connection. The calling terminal will use a set of
traffic and Quality of Service (QoS) parameters to describe the traffic it has and
the quality of the connections it requires from the network. These parameters
are presented later. Upon receiving this request across an UNI interface, the
switch will start the call establishment using switch-to-switch NNI-signaling (if
both the calling and called terminal are connected to the same switch, only UNI
signaling is used). The routing of a connection in public networks is typically
based on the E.164 address standard specified by ITU-T, while most private
networks use the NSAP addressing format of the ATM Forum. ATM address
of the ATM Forum uses the syntax of the OSI NSAP (Network Service Access
Point) address. The interworking between networks using E.164 and NSAP
addressing is not too difficult.

When a switch receives a request to set up a connection, it will execute a
Connectlon Admission Control (CAC) functlon to define whether it can accept
the ccnnection or not. If accepted, it forwa.rds the request towards the called
terminal. If the connection cannot be supported according to the parameters
requested by the calling terminal, the switch will reject the connection setup
request. The next switch on the way towerds the called terminal receives the
request, executes a CAC and forwards or rejects the setup request. If the es-
tablishment of a connection is rejected by a switch, a previous switch can try to-

reroute the connection via some other switches. When the setup request reaches

10



the switch of the called terminal, the request is signaled to the called terminal
using UNI signaling.

When a virtual connection is set up with specified descriptors, these descrip-
tors make up a traffic contract between the user and the network. The network
will guarantee the type and quality of service agreed as long as the traffic con-
forms to the traffic contract.

It is important that no terminal violating its traffic contract can lower the
QoS experienced by other terminals. It is necessary to ensure that a terminal is
" not sending more traffic than it is allowed to send. The function implementing
this policing is called Usage Parameter Control (UPC). The Generic Cell Rate
Algorithm (GbRA) can be used to define conformance with respect to the traffic
contract. For each cell arrival, the GCRA determines whether the cell conforms
to the traffic contract of the connection. The GCRA algorithm is sometimes

called the continuous-state leaky bucket algorithm.

2.4 Traffic over ATM network

AT is desigued to suppors all kinds of telecom.aunication services and therefore’
" it should also be able to carry all types of data. This section will present different
kinds of traffic and the way they are carried over ATM. A set of traffic classes

is defined to support the transmission of different kind of traffic.

2.4.1 Variable bandwidth traffic

All commuuication 1S bursty. For some cumputing applications the cequire!

peak bandwidth can be many hundred times the average bandwidth. Many

11
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Figure 2.3: Statistical multiplexing of variable bit rate ATM connection. The bit

rate of individual connections and the combined bit rate on the link are shown.

of the existing technologies reserve a constant bandwidth for a connection and
usually there is only a few bandwidths to choose from. This leads to ineffective
use of resources and reduces available bandwidth per connection. The ATM
technology is more flexible. The available bandwidth can be allocated to the
applications according to their needs. If the variable bandwidth data is time
critical it is carried in ATM using the Variable Bit Rate, real-time (rt-VBR)
traffic class.

In ATM many connections are multiplexed dynamically on a single link. This
introduces a multiplexing effect. Figure 2.3 shows the multiﬁlexing effect when
five variable bit rate connec“ions are multiplexed on one link. back connettion
has a peak bandwidth of 8 Mbit/s and an average bandwidth of 2.2 Mbit/s. If
the peak bandwidth would be allocated to each of the connections, a total of
40 Mbit/s would be needed. In the example only 20 Mbit/s is need'ed because
of the multiplexing effect. The nesded bandwidth is calculated statistically and
there is always the possibility that the connections would temporarily need more
han the totel handwidsh available. In this case some of the traffic nzeds to be
buffered and additional delay is introduced. If there is not enough buffer space

some data will be lost.

12



2.4.2 Constant bandwidth traffic

Even if all communication is bursty all traffic is not bursty; coding methods
that produce non bursty data are often used. This is the case for example in
voice communications using Pulse Code Modulation (PCM), where the voice in
sampled using a constant sampling frequency and every sample is coded using a
constant number of bits. This is not the most effective coding, but it might be
the cheapest.

Constant bandwidth traffic needs to be carried across a network the way 1t is;
at a constant bit rate and with a constant time between samples. Many existing
networks offer only constant bandwidth connection. So, a new network should -
support the transmission of constant bandwidth traffic in order to be compat-
ible with older systems. In ATM it is possible to reserve constant bandwidth

for a connection using the Constant Bit Rate (CBR) traffic class. When older
networks typically support only one bandwidth, the bandwidth of an ATM CBR

connection can be defined when the connection is established.

2.4.3 No~-real-time traffic

All traffic can be divided into real-time and non-real-time traffic (sometimes_the
division is not clear). Real-time data has to be tr_ansmitted with a certain delay
and delay variation, otherwise it will lose its value to the recipient. Interactive
services like telephony and video-phony are typical examples of services that
produce real-time data; a telephone produces typically CBR and a video-phone
rt-VBR trafiic.

There is also non-real-time data. Computer data is typically non real-time

data. Non-real-time data has no critical delay requirement, so it can be buffered

13



more in the network. This introduces the second multiplexing benefit of ATM;
non real-time data can be transmitted between the peaks of the real-time data.
In ATM there are three traffic classes used to carry non real-time traffic; the
Variable Bit Rate non real-time (nrt-VBR) class, the Available Bit Rate (ABR)
class and the Unspecified Bit Rate (UBR) class.

2.4.4 ATM traffic classes and their parameters

The ATM forum has defined a set of traffic classes and their parameters. The

traffic classes are called service categories. The ATM traffic classes are summa-

rized below.

e Constant Bit Rate (CBR): The CBR connection type is used to carry

constant bit rate traffic with a fixed timing relationship between data sam-

ples.

e Variable Bit Rate - real time (rt-VBR): The 1t-VBR service class is
used for connections that carry variable bit rate traffic, in which there is a

fixed timing relationship between samples.

e Variable Bit Rate - non-real time (nrt-VBR): The nrt-VBR service
class is used for connections that carry variable bic rate traffic in which
there is no timing relationship between data samples, but a guarantee for

the mean transfer delay and cell loss is requirec.

e Available Bit Rate (ABR): ABR is non real-time traffic class like the
nrt-VBR, but the bandwidth silocation i bused on the “best effort” ap

proach. The network will give the connection as much bandwidth as pos-

sible, but it has to meet the minimum values of the traffic contract. The

14



ABR introduces also flow control per virtual connection and it is best

suited for computer data transfer.

e Unspecified Bit Rate (UBR): The UBR service does not offer any
service guarantees. The user is free to send any amount of data up to a
specified maximum while the network makes no guarantees at all on the

cell loss rate, delay or delay variation that might be experienced.

The traffic to be sent is defined by a set of traffic parameters:

Peak Cell Rate (PCR), Sustainable Cell Rate (SCR), Burst Tolerance (BT),
Minimum Cell Rate (MCR), Cell Delay Variation Tolerance (CDVT). The PCR
determines the maximum and the MCR the minimum cell rate of the traffic.
Long-term average cell rate and the size of the maximum burst of contiguous
cells that can be transmitted is determined by the SCR and BT together. The
CDVT is used to prevent the delay jitter caused by network equipment between

the terminal and the ATM switch offering the UNI signaling from effecting the

UPC function.

2.5 The pI‘OtOC(—)l stack of ATM

The ATM standards contain two layers; the ATM layer and the ATM Adaptation
layer (AAL). The ATM protocol reference model can be seen in Figure 2.4.
The ATM layer somewhat corresponds to the OSI layer 2 (Data Link Layer
- DLL). The ATM layer transports all information in ATM cells that are only
53 byies long. On top of the ATM layer is the AAL. Iis function is to offer an

interface for the upper layer to usc. The ATM can be used on top of different

physical layers (PL) and media; multi-mode and single-mode fiber as well as coax
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Figure 2.4: The ATM protocol reference model

and even twisted pair can be used. The management plane controls user plane,
control plane and the layers in them. The protocol layers of the user-plane in

different nodes of-an ATM network are shown in Figure 2.5.

UNI NNL Nt

Figure 2.5: The protocol layers of an ATM networl
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2.5.1 Physical layer

Many different physical layers can be used in ATM. The most common ones are
the Synchronous Digital Hierarchy (SDH) and Synchronous Optical NETwork
(SONET). These twov standards, one developed in Europe and one in America are
quite similar; the European SDH is based on the American SONET. They can use
both multi-mode and single mode optical fiber as the transmission medium. Also
coaxial cable and twisted pair can be used in ATM, but the bit rates achieved
are lower than those achieved on fiber.

There is one architectural diﬁereﬁce between the phyéical layer of ATM and
the OSI physical layer; the ATM physical layer comprises of two sub-layers.
These are the physical medium (PM) and the transmission convergence (TC)
sub-layers. The PM sub-layer is quite closé to the OSI physical layer; it takes
care of the transmission of the bits across the physical medium. The TC is more
ATM dependent and deals with the functions necessary to support the ATM cell
type data transfer. These functions are for example cell delineation, error control
and insertion of empty cells during idle periods to keep bit synchronization at

the PM sub-layer.

2.5.2 ATM layer

The flexibility of an ATM retwork is mainly achieved though the use of small
data packets called ATM cells. These cells are routed through the network on
the ATM layer. The ATM cell is 53 bytes and contains a 5 byte header. The
header is wodified hy avery switch ou ilie viitual connection, but the payload
remains the same across the network. The structure of the ATM cell is shown

is Figure 2.6 {3].
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Figure 2.6: The fields of the ATM cell at the User-Network Interface

The structure of the ATM cell is similar in different nodes of the network
with one exception. The only difference is the use of the four last bits of the
first byte; in UNT the bits are used for the GF'C field while in NNI they are used
to extend the numbering space of the VPL. The use of the GFC is not specified
yet. The VPI can be 8 or 12 bits depending on the interface, while the VCI is
always 16 bits. Some of the eombinations of VPI and VCI are used for special
purposes, like the VP1/VCI 0/5 used for point-to-point signaling at the UNL

The three bits of PT indicate the type of information carried in the cell. The
content of the PT is called the payload type identifier (PTI) and its values are
shown in table 2. The third bit of the PTI indicates whether the cell is a data
cell (0) or a management cell (1). In data cells the second bit indicates whether

congestion was experienced (1) or not (0).
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2.5.3 ATM Adaptation layer

The ATM Adaptation layer (AAL) adapts different services to the ATM network.
The AAL receives the upper layer PDU and fits it into one or more ATM cells.
It also provides timing and error control services. There are four different AALs
each intended to support certain services. A special AAL to be used for signaling,
the signaling AAL (SAAL), is also specified.

The AALL is intended for the transmission of constant bit rate (CBR) traffic.
To support the CBR services and circuit emulation, functions for source clock
recovery and control of cell delay variation are included. The cell delay variation
needs to be taken into account, to avoid interruptions in the bit stream because
of a delayed cell.

The AAL2 is expected to be used mainly for variable bit rate communications.

The ATM adaptation layers 3 and 4 have been merged into the AAL3/4. The
AAL3/4 performs er;or control on two levels; AAL-PDU and ATM cell. Error
control is added both before and after the user data in the PDU. In addition to
that, a cyclic redundancy code (CRC) field is added to every cell together with
a multiploxing identification (MID) field that can be ured to multiplex many
connections onto a single VC.

The AAL number 5 is best suited for data communications. A trailer con-
taining a CRC (used for error control) is inserted in the last cell of each PDU.
The last cell of a PDU is indicated using the first bit of the peyload type iden-
tifier (PTI) of the header of the cell. For the time being AAL 1 and AAL 5 are
the most common AALs used.

The SAAL provides reliable transport of signaling messages in an ATM net-

work. The SAAL consists of service specific parts implemented on top of an
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AAL5. The new functions include the retransmission of lost signaling messages.

2.6 ABR flow control

The wireless ATM system presented in this thesis is supposed to carry mainly
ABR traffic. In the ABR service the source adapts its rate to changing network
conditions. The key feature of the ABR traffic class is its flow control method
that allows it to dynamically use the free link capacity. The flow control makes
ABR well suited for the transmission of cell loss sensitive data. The ATM Forum
decided the flow control method to be rate based, where the transmission rate of
the source is controlled. The other candidate was the credit based system, where
the traffic is controlled per link according to the number of buffers available in
the next switch.

There are two different flow control methods in ABR,; binarf feedback and
explicit feedback. The difference between them is how the transmission rate of
the source is controlled. In the binary feedback method the source is requested
to decrease its transmission rate, but no new cell rate is indicated. The size

“of the decrement has been agreed at the connection set up. The source can
also be prevented from increasing its transmission rate. The spurce can increase
its transmission rate with a specified increment when allowed. In the explicit
feedback method the network gives the source the explicit maximum transmission
rate it can use [4].

In the Explicit rate (ER) feedback method, ER is used to limit the source
rate to a specific value. At the start of the service the source rai: is set %o &

requested rate (e.g., PCR) by the source and may be reduced by any node in
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the network. This rate is known as CCR. - Current Cell Rate. MCR - Minimum
Cell Rate, indicates the minimum cell rate of the connection. The allowed cell
rate (ACR) is the cell rate the network dfynamicaﬂy allows the source to use
depending on the amount of available bandwidth on the connection. The PCR
traffic parameter determines the maximum value of the ACR, while the MCR
determines the minimum value.

The explicit feedback is more powerful because it adjusts the transmission
rate of the source faster than the binary method. On the other hand, the im-
plementation of a binary feedback method is likely to require less computation

resource in the switch than the explicit method.

2.7 Conclusions

The ATM technology has been presented in this chapter. The aim was to give
the user an overview of ATM and to present more closely some of its features
that will have special importance from the point of view of this thesis.

The ATM cells are routed im a switch according to a routing table of the
switch and the connection identifiers in the cell. The routing table can be mod-
ified by a ‘signaling applicat‘ion in the switch, so modification of an ATM route
is possible without involving terminals into the process. The transportation of
upper layer traffic in many small cells that cannot be identified means that the
whole PDU is likely to be lost, if a cell is lost or the cells are received out of
order. This places hard requirements on a mobile system where the sequence of
tlia cells is not naturally maintained and where the comrnunication linhs cail be

temporarily down due to various reasons. The statistical multiplexing principle
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is very important in a mobile system, where the radio interface is an expensive
resource. The ABR traffic class and its flow control have an essential role in the

WATM model presented in this thesis.
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Chapter 3

Wireless ATM

3.1 What is Wireless ATM ?

Wireless ATM is essentially the wireless extension of ATM networks as shown
in Figure 3.1. Wireless ATM is mainly considered as an “access to an ATM
network” issue. Depending on what kind of ATM network is to be accessed,
different aspects of wireless networks need to be addressed. In the LAN scenario,
wireless ATM can be considered as an extension of LAN for mobile users. In
ATM to the home scenario, wireless ATM has the appeal of extending the set
top box into portable appliances such as television receivers. More important,
it has the potential to address a need to provide residential access fo; alternate
carriers after deregulation of the local communication markets.

For a Personal Communication Network (PCN) scenario, the WATM system
consists of a hierarchical ATM switching network for interconnection of PCN
microcells, each of which is serviced by a high-speed, shared access radio links
based ou ATM-compatible ceil reiay prinuples. Iu this approach, an ATM celi

serves as the basic unit for protocol processing and switching in both wired and
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MS: Mobile Sation

RM: Radio Modale

TE: Teguinal Equipment

Figure 3.1: Concept of Wireless ATM

wireless portions of the network. The overall transport architecture is based
on the ATM protocol stack, with appropriate extensions where necessary to
support new mobility and wireless channel specific requirements. In particular,
the wireless segment of the network will require additional medium access control
(MAC) and data link layers for channel sharing and error control on the radio
links. If properly designed, these wireless channel specific layers should be able to

provide a degree of transparency for a useful subset of broadband/ATM services.

3.2 Why Wireless ATM 7

A typical reaction to the concept of wireless ATM is to question the compatibility
of several aspects of ATM technology to the wireless channel. First, consider-
ing the fact that ATM was designed for media whose bit error rates are very

low (about 1071, it is questioned whether ATM will work at all in the highly

noisy wireless environment. The environment in question is typically a multi-
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access channel that may also be time varying. Second, the wireless channel is an
expensive resource in terms of bandwidth, Whereas ATM was designed for band-
width rich environments. ATM effectively trades off bandwidth for simplicity in
switching. However, if these problems are solved there are significant advantages

as the following [3] :

e In order to avoid a serious mismatch between future wireline and wireless
network, it is important to begin consideration of broadband wireless sys-
tems with similar service capabilities as the broadband terrestrial networks.
Personal communication networks introduced into the future multimedia
application scenario should provide the service features listed in the pre-
vious section for the multimedia applications. Clearly, implementation of
these broadband features on the wireless medium is a more difficult tech-
nical challenge than for fiber, but it is important to aim at system designs,

which provide qualitatively similar attributes.

o The availability of qualitatively equivalent ATM service classes in a seam-

_ less manner would provide significant benefits of uniformity to network

operators, service providers and termiral designers.

e The residential delivecy of application such as Video on Demand etc,
WATM is a useful way of providing broadband access without investing in

new infrastructure.

3.3  The WATM usage scenario

This section will present the vision behind the WATM model. The scenario

presents the users, who are foreseen, to be the first ones requiring wireless access
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to ATM networks. Also the terminals and applications the users are likely to
use are discussed.

It is expected that the need for wireless ATM services will first materialize in
large companies having their own networks in their premises. Fixed ATM based
local area networks are expected to replace local area networks currently used
by these companies. Later on, other communications, such as fax, telephone
and video-conferencing, could also be moved to the ATM network. Users might
request for the ability to move while using the LAN, thus generating a demand
for a wireless access to the ATM network. The system envisioned is a wireless
customer premises ATM network supporting both fixed and mobile terminals.

A typical mobile terminal in the WATM usage scenario is a laptop computer
used by an office worker. The user wants to be able to use his or her computer in
different parts of the office building and also in other frequently visited buildings.
The network services should be equally available in office rooms, in meeting
rooms, in the cafeteria, etc. When the user works at his own desk, he should be
able to use the fixed access available to get greater performance than the wireless

access to the network can offer. Being able to used both fixed and wireless system

will also léwer the overall load of the wireless system.

Another likely usage scenario is that of residential environment [6]. Here the
WATM network would consist of several appliances, for example, PC laptop,
printers/fax machines, home appliances, digital VCR etc. Important consider-
ations for such a system include low cost, plug and play operation, and high
flexibility in terms of setting up partial networks and changing network config-
uration over time. It is expected that these devices will have = low degree ot

mobility. High data rates of up to 25 Mbps are expected over this network.
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The applications foreseen to be used are typical B-ISDN applications that
must be supported for mobile users with an acceptable QoS. The QoS expected
from the wireless ATM system could be sorﬁewhat lower than the QoS of a fixed
ATM system. The user is assumed to realize that a small loss in QoS is the
price paid for the mobility gained. For example, the Cell Loss Rate might be
larger (resulting in somewhat lower “goodput”), and a short interruption in the
connection because of a handover is tolerated. For non-real time connections the
aim should be a lossless handover, that is, some delay is inflicted but no data is
lost. Also the security issue has to be considered as in any wireless system.

Some possible applications in the WATM usage scenario are:

Computing: Typical computing applicatio'ns foreseen to be used in the pro-
posed system are client server applications, file systems, e-mail delivery,
fax, group-ware and computer games. A powerful computer in the network
could assist the mobile terminal to run computation intensive applications
like Computer Aided Design (CAD). Connection quality close to the one
offered by a fixed ATM LAN is needed. Increased CLR and interruptions
w.ll increese the retrausmission frequency, so the delay pe:formance is ex-

pected to be weaker.

Audio: The audio applications foreseen include public announcement, high
quality telephone or a wireless equipment for Digital Audio Broadcast-
ing (DAB) quality program production. The ordinary telephone service
is the most commonly used telecommunication service and is likely to be
requested by the user also in the future. It is possible that more than one

simultaneous connection exists for a terminal.



Video-phone: Powerful lap top computers likely to available in the future are
good platforms for video-phone applications. While the need for residential
video-phony is unlikely to materialiée, the demand for a video-phone in
office environment has been foreseen. The picture quality does not need
to be excellent, because of the limited display facilities in the terminal

(limited resolution of 10-12 inch displays of lap top computers).

3.4 System Design Criteria

In addition to the multi-service requirements indicated in the preceding sections,
many other factors need to be taken into consideration in the design of the next
generation PCN. Some of the major system level design objectives [5] can be

summarized as follows:

e Flexible multi-service capability including voice, video, data and multime-
dia.
e Good quality-of-service QoS for various service types.

e High aegree_ of compatibﬂify with future brovgmdband networks, including

ATM/B-ISDN.
e Low terminal cost/complexity/power consumption.
e High net spatial bandwidth efficiency (i.e. bps/Hz/Km?).

e Efficient, scalable, and moderate cost network architecture (including the

fixed portion).

e Compliance with the regulatory constraints.
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3.5 System Architecture

A typical architecture for a mobile communications network consists of base
stations (BSs) servicing a set of mobiles within a small coverage area called a
cell. Thus, a BS oriented network imposes structure on the network, thereby
restricting flexibility and may not address the plug and play requirement of the
consurmer.

An adhoc network architecture is one where all network devices are connected
in a random fashion and is marked by the absence of a central controller (BS).
However complicated protocols have been proposed to support an adhoc network
topology, thereby increasing the cost to the consumer. Thus it is not clear
which approach should be chosen. In our system the BS oriented approach
will be pursued because of the simplicity of implementation of such systems, as

compared to the adhoc architectures.

3.5.1 Centralized Network Architecture

A base station (BS) oriented network architecture is essentially a centralized ar-
chitecture conssiing of a number of Lase statious (BS)and/or a mobile switch-
ing center (MSC) through which communications between Wireless Terminals
(WTs) are made. Both “control and management” anc_l data transmissions are
done in centralized nodes. That means the control and management messages
from wireless terminals must be sent to the BS, where control actions are de-
termined and transmitted back to the wireless terminals in a broadcast manner.

Meanwhile, transmission of data packets betwear ver WTs must be done through

the BS as well.
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Figure 3.2: Centralized BS Architectures

The concept of centralized architecture has beeu used for years in ceilular
communications, e.g. GSM, TACS, etc. Service areas in this case are divided into
smail regions called “cells”, each of which is served by a BS. Communications
between the WTs are done via the BSs and/or a MSC. In general there are
two types of centralized architectures, namely the tree topology and the ring
topology, as shown in Figure 3.2.

Tu tiee bopology, the switching is performed in & hierarchical manner While

switching for intra-cell calls is done using the BS; switching for inter-cell calis is
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conducted in the MSC. Normally the switch in the MSC is more sophisticated
and complex than those in the BSs.

In the ring topology, the switching is performed in a “distributed” way. While
switching for intra-cell calls is done in the BS as in the tree topology, switching
for inter-cell calls is conducted by passing the call to the destined BS switch
around the ring. Unlike the tree topology, the ring topology uses identical BSs
and switches which makes it very scalable. This topology has been proposed in

(7] for ATM local area networks.

3.6 Protocol Layering

The design of the WATM system should follow a protocol layering that is harmo-
nized with the ATM protocol stack - this is important to ensure transparency in
the design of the system. The approach taken here is the “native-mode” ATM
approach. The wireless channel specific physical, medium access control and
data link layers are below the ATM network layer as shown in Figure 3.3. The
ATM layer can then be designed independent of whether a wired or a wireless
MAGC/PHY layer is used. This is highly desirable since this makes the design of
MAC protocols for the wireless subsysfem future-proof.

Based on the native mode ATM approach, a generic layered model of wireless-
ATM has been proposed (Figure 3.3). This model can be applied to a BS oriented
wireless ATM systems as shown in Figure 3.4. This basically follows the approach
suggested in [8]. At the base station, ATM switching is performed and resource
and mobility management are handled using separate MAC and PHY, the BS

can handle both wired and wireless traffic as shown by the shaded application
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Figure 3.3: Protocol Stack for a WATM network

path between a wired ATM terminal and a wireless ATM terminal in Figure 3.4.

Note that the ATM layer is concerned only with the data channel and not
with the control and the management channel. The wireless MAC layer essen-
tially specifies how the wireless terminals interact with the control and manage-
ment channel. Once the reservation is made for a particular amount of channel
bandwidth, ATM cells from the output of the ATM layer are sent over the wire-
less channel. Also note that the “wireless control and management function”
resides inside the “resource management and mobility support” block. Altpough
it is not shown in the figure, the “ATM control and management” function inter-
works with the wireless control and management functions, which in turn, can
communicate with the wireless MAC/PHY layers. This information exchange is

required to setup and tear-down wireless physical connections.
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Chapter 4

MAC Protocols

4.1 Medium Access Control (MAC)

A major issue in the WATM system design is the selection of a suitable chan-
nel sharing/media access control (MAC) technique at the data link layer. The
MAC technique used will have a significant impact on user performance, sys-
tem capacity and remote terminal complexity, and is therefore an important
design parameter. As discussed earlier the WATM system will be required to
handle a diverse mix of traffic types. Thus the adopted MAC approach must
provide mechanisms to deal with each of these B-fSDN service types at reason-
able quality-of-service (QoS) levels. The design challenge thus is o identify a
wireless “multimedia capable” MAC approach that provides a sufficient degree

of transparency for many ATM applications.

4.2 Types of MAC protocols

Medium access or multi-access (MAC) protocols attempt to efficiently an:! equi-

tably allocate use of a communications channel to independent, competing users.
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Errors result when two or more users simultaneously (in time and frequency) at-
tempt to transmit over a channel.

When such a conflict occurs, all involvéd packets must be retransmitted. A
user hears if its transmission was successful, one round-trip propagation time
after transmitting a packet over the multi-access channel. Propagation delays
across the channel range from millisecond values for LANs to approximately 0.25
s in satellite applications.

Many channel access protocols have been proposed and analyzed in the past
few decades [9]. Each scheme has its advantages and limitations, providing
acceptable performance only in certain environments and with certain types of

channel traffic. Protocols are grouped into five classes [10] :

e Fixed assignment
e Random access

Centrally controlled demand assignment (reservation based)

Demand assignment with distributed control

Adaptive strategies and mixed modes

In addition three network environments are characterized : satellite, ground
radio and local area. Each environment has its own unique characteristics, such
as magnitude of propagation delays. The performance of the protocol depends
a large extent on the environment.

Fixed-assignment techniques, such as TDMA and frequency division miulti-
ple access (FDMA), incorporate permanent subchannel assignments (in time-

frequency domain) for individual users. These “classical” schemes perform well
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with stream-type traffic (each user transmitting a steady flow of messages), such
as voice. At all times, a large percentage of subchannels carry user traffic. The
result is high utilization of the communications channel, and low user response
times. Fixed assignment techniques, however, are inefficient in bursty traffic
applications and lead to very low channel occupancy rates.

Bursty traffic is serviced more efficiently by random access protocols. The
ALOHA and carrier sense multiple access (CSMA) are typical examples. Ran-
dom access techniques make the full channel capacity available to users, for
short periods of time on a random basis. They are packet oriented, whereas the
fixed assignment techniques are channel oriented. They dynamically allocate
transmission capacity on a per packet basis.

The simplest random access protocol, pufe ALOHA, permits users to trans-
mit at will. Whenever one user's transmission overlaps any other user’s trans-
mission, a collision occurs, and both messages must be retransmitted. When
the channel is lightly loaded, few collisions occur in ALOHA based schemes.
Consequently, the expected delay, from arrival of a packet until its successful
transmission is qui_te small. quever, these schemes perform very poorly under
heavy traffic and are inherently unstable. | _

For LANSs, random access protocols take advantage of the short propagation
delays between users. In CSMA, transmission is delayed until the channel is
sensed idle. This reduces the number of collisions and leads to high throughput
and low delay. If users have the ability to detect collisions (e.g. CSMA with
collision detection CSMA/CD), additional performance gains result. Despite the
improvements achieved with carriér sense techniques, stability prcblems persist.

More importantly its very difficult to sense collisions in a wireless channel making
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such algorithms unsuitable for use in wireless environments.

Like random access protocols mentioned above, demand assignment tech-
niques provide channel capacity to users én a demand basis. Unlike random
access however, demand assignment involves two stages : a reservation stage fol-
lowed by a transmission stage. Demand assigned (reservation based) protocols
achieve higher channel throughput by requiring users to reserve bandwidth. A
portion of channel capacity is required in this reservation stage. The reservation
subchannel can be accessed by users either using a multiple access technique -
either TDMA or ALOHA type protocol. Short reservation packets are sent to
request channel time, the shorter they are, the less the overhead required for
reservation. Once channel time is reserved, information packets are transmitted
conflict free. Conflicts may occur only on the small capacity reservation sub-
channel. At low throughputs, though, the message delay is increased over that
of random access techniques, however the system is stable at higher loads and
has a much better throughput and delay performance.

Control of the reservation and transmission stages can either be centralized
or distributed (adhoc). As discussed earlier, for plug and play requirement a dis-
tributed architectur;e is preferable, however this requires complicated progocols

- resulting in‘a substantial increase in the system cost. -

Many MAC protocols have been proposed for Wireless LAN/ATM systems
[11-17]. These protocols are based on a wide variety of medium access strate-
gies ranging from slotted ALOHA [11] to reservation [15-17] and polling based
protocols [12-14]. Notable among these are some polling and reservation based

protocols. Some of these are reviewed in the following section.
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Figure 4.1: A Polling Cycle

4.3 Some existing MAC protocols

- 4.3.1 Polling based protocols

Acampora et al {14] propose a polling based protocol which uses a virtual con-
nection tree topology. The tree contains its root node, branches and leaves (the
base stations). The footprint of the tree is defined to be ’ehe collection of radio
cells spanned by the tree. Within each radio cell, the entire bandwidth of the
radio channel is available to each accessing mobile ; that is each mobile sends
and receives ATM cells to the base station using the entire system bandwidth.
The base station pofls the mobiles and if the mobiles have packets to send they
do so in response to the pollirig. This is done for each mobile registered with the
base station in the cell.

A mobile cannot send ATM cells until it receives a token. Any mobile in
receipt of a token must either send a sequence of ATM cells (up to a maximum
limit) or a short pilot tone. Within each polling cycle the base station sequen-
tially sends a token to each remote and immediately prepares for a reply from

that remote. In the downlink period the base station sequentially transmits
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ATM cells to each mobile if there are any packets destined for the mobile. This
process repeats until the base station has no cells to send or a time-out interval
occurs, the time-out interval, being defined as the maximum allowable period of
time between the receipt of a signal from each remote, has elapsed. The time-out
interval reflects the fact that the environment is continually changing and, if too
long period of time has elapsed it might be too difficult to adapt to the physical
link (update the set of antenna weights). At this point the base station must
repoll each of the mobiles within its cell. The efficiency for the above protocol

is defined as:

% = (T — NP)/T, where

T: The time-out interval,
N: The number of mobiles

P: The polling time for each mobile.

Thus the efficiency decreases linearly with the number of mobiles to be polled

within the cell.

- Chen et al [12-13] present polling based protocol called Random Addressed
Polling and Group Random Addressed Polling (RAP anc G-RAP). The Rau-
dom Addressed Polling (RAP) protocol is a contention based protocol which
limits the number of simultaneous transmission attempts througl_l a random se-
lection. The protocol separates the up and downlink channels] and is mainly
concerned with the uplink. The base staticn transmits a ready message when
it is ready to receive uplink messages. In response each active node (in total N
active nodes) will choose and transmit a random number (0,1,...,p-1) usiiig Code
Division Multiple Access (CDMA) which allows the base station to receive all

the transmitted messages simultaneously. The base station will detect N*(< N)
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different numbers ; for each number the base station will broadcast this number
and the terminals which chose this number will transmit a packet. If several ter-
minals chose the same number, collision Wiﬂ‘ occur. The base station will provide
feedback (ACK/NACK) and for the unsuccessful transmissions the procedure is
repeated.

The Group Randomly Addressed Polling (GRAP) improves upon RAP by in-
troducing a superframe structure consisting of p+1 frames, named G0,G1,...,Gp.
Each frame is a separate RAP frame. A new node will frame Gp, whereas a node
which in the previous superframe was successfully polled with random number i
(and has more packets to transmit) will join frame Gi in the current superframe.

Note that in the above protocols there is no notion of priority traffic and also
an impatient customer may not be able to transmit if collisions occur repeatedly,
hence these in our view are not very suitable for making QoS guarantees for

priority traffic.

4.3.2 Reservation based protocols

PRMA,

In Packet Reservation Multiple Access (PRMA) [15], time slots are grouped in
frames and- each time slot is recognized as “reserved” or “available” according
to an acknowledgment message from the base at the end of each slot. When a
mobile with periodic source successfully transmits a packet in an available slot
to the base station (using slotted ALOHA protocol), the mobile reserves that
slot in future frames and uhere are no subsequent collisions with packets fruim
other terminals. At the end of each burst, the mobile releases its reservation by

leaving the reserved slot empty. “Random information packets” also contend for
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available time slots using slotted ALOHA. However, when a random packet is
successfully transmitted, the mobile does not obtain a time slot reservation.
Clearly at high loads the performancé of this protocol suffers. Also this
protocol though supports voice traffic but is not suited for VBR traffic because
of the bursty nature of the traffic along with the fact that certain kinds of VBR
traffic are delay sensitive. Moreover PRMA wastes one time slot at the end
of each burst transmission. This leads to inefficient utilization of the channel

especially at low loads. Again there is no notion of priority among various

packets.

DQRUMA

Distributed queuing request update multiple access (DQRUMA) is a demand
assignment channel access protocol. Karol et al [16] consider a cell in a wireless
network with a base station and N buffered mobiles. ATM cells arrive at the
mobiles, according to in general, a bursty random process. The packets are
buffered at the mobile until they are transmitted “uplink” to the base station
(according to the channelu%ccess protlocol). ?he base station broadcasts p_ackéts
“downlink” destined for the mobiles within its cell. The uplink (mobile-to-base) |
and downlink (base-tc-mobile) are physically separate i.e. on different frequency
channels. Figure 4.2 shows a flow-chart of the DQRUMA protocol. There are two
kinds of time channels - the Request Access (RA) and the Packet Transmission
(Xmt) channels are formed on a slot by slot basis. As the base station receives
transmission requests (by listening to the uplink RA channel) from the mobiles,
the base station updates the appropriate entries inA a Reques‘t-Table. The request

table contains an entry for all N mobiles in the system. When a packei arrives

41



Ematy Sutier Lisian j0 Packet [
Xmt_Pam Channe !
] Yes

Request Aczess | Transmn Packet

via RA Channet ; wall 23K Req via

‘r‘_J Packet Xmt Channe
e e =

New Packel
Arcival?

Yes J

Figure 4.2: DQRUMA protocol

at a mobile with its buffer empty, the mobile sends a Xmi¢_Reg to the base
station via the uplink RA channel - the RA channels are based on a slotted
ALOHA protocol.. If the base station successfully receives the request from the
mobil (no collis.ons occu.) it sets the corresponding entry in the Request Table
to indicate that the mobile has a packet to transmit. The base station also
acknowledges reception of the Xmt Req by broadcasting the mobiles ID. Once
the mobile receives positive acknowledgment, it listzns to the downlink channel
for permission to transmit. The transmit permission is given each time slot to .
one of the mobiles that has a non-empty Xmt_Req field in the Request Table.
Each time slot that the mobile transmits a packet it alco includes a 1 bit pig-

gybacking request if it has more packets to transmit. This serves as a contention



free Xmt_Req.

Note in this protocol detailed state information is not being sent to the base
station - the base station only knows if a mobile has any packets to transmit or
not and thus cannot give priority to one mobile over another if required. Also for

highly bursty traffic the Xmt_Req messages have to be sent in contention mode.

4.4 Reservation Based MAC Protocol

In our WATM system we design a reservation based MAC protocol for a cen-
tralized network architecture. This section describes a method of establishing
and maintaining a connection (accessing the channel), between tw;) entities over
a wireless channel. This scheme assumes that all WT's must first register into a

WATM network by using some of the management functions of the MAC layer.

4.4.1 Basic Concept

The basic idea behind the reservation-based MAC protocol is a sequence of
Control-Data Frames (CDF); each of which consists of a control phase f(;llow;ed
by a data phase [18] as shown in Figure 4.3. During the control phase, wireless
terminals who wish to transmit in the following CDF send a message to the
base station (central controller) which allots (reserves) the slots among different
users. During the data phase, the wireless t2rminals can then transmit in the
slots allotted to them. For the purpose of illustration, we consider only the
time axis where time is divided into slots; each of which equals the length of a
control pa.cket or data packet plus some guard time. The same idea can be easily

extended to a more complicated time-frequency plane as well.
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Figure 4.3: Control Data Frame

We allow the number of data slots in a CDF to be variable up to a maximum
number. This is a design parameter for the protocol and needs to be determined
with the help of a discrete event simulation of the protocol.

In ATM networks it is important to guarantee QoS. For this to be achieved,
it is necessary to first setup a connection by reserving a certain amount of band-
width and then providing the reserved band‘width over multiple CDFs. To ac-

complish this task, the control phase must provide the following four basic func-

tions:

e connection setup

e slot arcess

e slot confirmation

connection release

Other functions such as connection re-adjustment, which enables a WT to

change its original reservation request, can also be included.
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4.4.2 Assumptions
The following assumptions are made for a office/home residential network sce-
nario :

e There are only a limited number of simultaneous WTs.

e A WT cannot both transmit and receive data at the same time.

e Some information on the content of the ATM cell is available to the MAC

layer, e.g. VPI, VCI and CLP.

e The unit of information transfer is assumed to be an ATM cell and an

additional overhead corresponding to FEC/LLC etc. This unit is called an

ATM slot.

e Only slow intra-cell movement is supported i.e. mobility is limited. No

handover is allowed.

o Every WT within a cell can communicate with the BS serving that cell.

e A link between a transmitter and receiver can be assumed to be in one of
the two states - “good” or “bad”. Typically each state will be occupied for

a significant amount of time after any transition.

e A known preamble must be sent by every transmitter to let the receiver
equalizer adapt to the channel. This preamble is part of transmitter turn-

around time.
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4.4.3 Modes of operation for WTs

Before the details of various protocol functions are discussed, it would be useful
to define the different modes of operation for a WT in a WATM network. The

WTs can be classified into two categories as the following:

e Registered Wireless Terminals (RWTs): WTs who have registered them-

selves with the network.

o Non-registered Wireless Terminals (RWTs): WTs who have not registered

themselves with the network.

RWTs can be further classified as :

e Non-networked Wireless Terminals (NNWTs) : RWTs who have registered

into the network but have not had any service yet.

e Networked Wireless Terminals (NWTs) : RWTs who have been allocated

bandwidth for at least one service.

e Active Networked Wireless Terminals(ANWTs) : NWTs who have been

alloc—ated bandwidth in the current CDF.

e Inactive Networked Wireless Terminals(INWTs) : NWTs who have not

been allocated bar.dwidth in the current CDF.

Figure 4.4 shows the relationship between the different kind of users in the

network.
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Figure 4.4: Modes of Operation of WTs

4.4.4 Salient functions of the MAC layer
Connection Setup Function

This function enables a WT to request a connection set-up with a certain nominal
number of ATM slots. This is not really a function of the MAC layer, but is
done by the Connection Admission Control mechanism in the parallel control
plane.

The bandwidth allocation algorithm at the MAC takes the nominal band-
width allocation as an inpu£ from the CAC and then allot slots on a per CDF
basis. This is discussed in greater detail when the Slot Allocation policy is
described.

Once the requested connection is granted, a nominal number of slots (band-
width) is then allocated to the WT and this contract is honored for this service

by allocating some ATM slots over every CDF over the duration of the service.

To ensure that a WT does not get the entire bandwidth an upper bound is fixed
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on the number of slots that can be allocated to the WT.

Slot Access Function - Optimization of specific CDFs

Even though a nominal number of slots are reserved for every NWT in a CDF,
there is a high possibility (due to the bursty nature of traffic) that in a particular
. CDF a service may not require the nominal bandwidth that has been allocated
to it, giving rise to the possibility of a multiplexing gain. Hence, every NWT
that wishes to transmit data in the next CDF must indicate this to the central
controller (Base Station) the bandwidth desired in the next CDF. This is done
by a polling method for INWTs and inband signaling for ANWTs. These are

discussed in detail in later sections.

Slot Confirmation Function

In a slot access stage, there is a possibility that more resources are requested

than are available i.e. the number of requested slots exceeds the total number

of data slots in CDF (maximum CDF size). Hence, there is a-need to explicitly
indicate the number of slots allocated to each WT. This_is provided by the slot

confirmation function.

Connection Release Function

Once the allotted service has finished or doesn’t require slots any more, a con-

nection release function is used to free the reserved bandwidth.
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4.5 Contention Free Multiple Access Scheme

A primary goal in the design of the MAC protocol was to keep the Data phase
contention free. This is important to guarantee QoS. The control phase could be
based on contention/contention free scheme, however since the number of users
is expected to be limited, even the control phase was designed to be contention

free. The following functionalities are thus required in the protocol:

¢ A base station which acts like a central controller and is entrusted with

the responsibility of coordinating the access to-the wireless channel.

e A reservation based multiple access scheme to allocate bandwidth to the

wireless terminals as and when they request it.

e Signaling schemes from the active networked users to the base station to
request bandwidth and from inactive networked users to base station to
start transmissions. The scheme should be capable of conveying informa-

tion regarding packets queued at each WT and the priority with which the

packet needs to be served. ~

o Signaling schemes from the base station to the Networked users inforrﬁing
them of the allocated bandwidth and the slots allotted to them in the

forthcoming CDF.

All of the above are described in detail in the fcllowing sections:

4.5.1 Superslot uplink signaling scheme for ANWTs

To implement the control channel for ANWTS, the piggybacking concept is used,

i.e. signaling messages from the WTs to the BS regarding their BW requirements
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are sent along with the ATM data packets. Different schemes have been discussed
in [19], including (a) the “inband” approach where signaling messages are carried
in a separate ATM slot, (b) the “subslot”‘ approach where signaling messages
are carried separately in subslots and (c) the “piggybacked” approach where
signaling messages are divided and piggybacked to the ATM slots. A “superslot”
approach has been proposed recently by Gagan et al [20]. In this approach, two
types of slots are used, namely superslots and normal ATM slots. A superslot is
composed of a subslot attached to a normal ATM slot. Each ANWT at the start
‘of its transmission cycle uses this superslot to transmit signaling information in
the subslot portion and data in the rest of the slot. The succeeding slots for the
same WT are -normal ATM slots. Analysis and simulation has showed that this

scheme gives much better performance and hence this scheme will be used here.

Detailed analysis is given in Appendix A.

4.5.2 E_burst uplink signaling scheme for INWTs and

NNWTs

To implement the control schems for INW T and NNWT, a p.iling strategy is
used to determine if a INWT or a NNWT has data to send and hence wants to
start transmitting. In this scheme, the INWTs and NNWTs, when they wish to
start transmitting , send a contention less short energy burst called “E_burst” in
the “E_burst slot” allocated to them by the BS. The BS then assigns one ATM
superslot to them, which can be used to transmit one ATM cell and signaling
information stating the required number of slots in the next CDF. This strategy
has minimal overhead and it can be shown that it causes a .WOI‘S'E case delay of

9% CDF frame time for a INWT/NNWT who wishes to reenter the system. Also
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this scheme is quite simple to implement.

4.5.3 Downlink Signaling

The previous sections describe all uplink signaling from the WTs to BS. To
ensure that all WTs have a common knowledge of the allocated slots in the each
succeeding CDF the BS must broadcast downlink signaling information. The

contents of the signaling information include the following:

e Number and position of data slots allocated in both downlink and uplink

for each of the WTs
e The E_burst slots allocated to the INWTS and NNWTs

e Operations and Maintenance messages

All of the above discussion leads us to the following kind of structure for the

MAC superframes:

4.6 MAC Frame Structure - ) -

- In each MAC CDF there are four phases namely :

BSsig

Down_data

[

Up_data

E _burst
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Figure 4.5: CDF structure

During the BS_sig phase the BS broadcasts all the downlink signaling infor-
mation to the WTs. Following its signaling phase, the BS sends the downlink
data in the Down_data phase. This minimizes the turnaround time of the BS.
Next, the WTs transmit information in a prespecified order in the Up_data phase,
which includes piggybacked signaling information using the superslot technique
described earlier as well as the ATM data. Note that the size of the data phase
(Down_data + Up-data) is variable and is limited to a maximum size, this kind
of variable length CDF structure is optimal from delay cronsiderations. The vari-
able nature of the CDF reduceg the delay suffered in low load situations and
at the same time the limit on the maximum size of the CDF ensures that the
maximum delay for a high priority service is limited. It can be shown that for a
high priority service, the worst case delay is limited to 2 * CDF frame time.

During the E_burst phase, all WTs who did not send any data in the previous
CDF, and were assigned specific E_burst slots by the BS, will transmit at their

specific E_burst slot an energy signal if they wish to get any bandwidth in the

next CDF.
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As an example, suppose that an INWT wants to start transmitting again. It
will first monitor the BS_sig phase of every CDF and see if there is an E_burst
slot allocated to it by the BS. When it detects this E_burst slot, it will send
an E_burst at the designated slot. After the BS receives the E_burst, it then
allocates to the the INWT a superslot in the next CDF and notifies the WT of
this in the BS_sig phase of the next CDF. The WT then sends its bandwidth
requirements and one unit of data in this superslot.

The procedure for a connection setup for a NNWT is essentially the same.

In the following each of these phases is described in more detail.

4.6.1 Phases of the MAC superframe

BS_sig phase

e Format : One or two ATM slots
e Purpose :

— To specify the usage of slots in both Down.data and Up-data phases.

- — To specify the p.olling ot INWTs and NNWTs during the E_burst

phase.
— To send operations and maintenance messages.
— To send acks for other signaling messages.
e Description : The BS will announce the slot assignments for both the
down_data and the up_data pliases based on sict allccation done using

a Slot Allocation Algorithm which takes into account both the reserved

bandwidth for a service at the time of connection set-up (nominal slot

93



allocation) as well as the current needs of each service (dynamic state
information) which is conveyed to the BS in each CDF by the WTs using
the “Superslot” signaling. The slot allocation is described in detail in the
next chapter. In this phase the BS essentially informs the WTs when
to receive data in the downlink and when to send data in the uplink.
During this phase the BS also specifies the polling sequence of INWTs and
NNWTs during the E_burst phase in the current CDF. In addition it may
also send out various kinds of signaling messages including operations and
management messages (congestidn indication etc) or acknowledgments for
other signaling messages if any. Power saving is not possible during this

phase because every RWT has to listen to the channel.

Down_data phase

e Format : A number of ATM slots

e Purpose : To deliver down-link ATM data to WTs in the order specified

in the BS_sig phase. ) -

e Description . The BS sends down-link data to the WTs in this phasé—and
informs them about the same in the BS_sig phase described earlier. All
NWTs, who do not have down-link data from the BS, can switch to power

saving mode.

Up_data phase

e Format : A sequence of a superslot and zero or more normal ATM slots.
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e Purpose : To enable NWTs to send their up-link signaling information and
up-link data using superslots and normal ATM slots in the order specified

in the BS_sig phase.

e Description : The ANWTSs send signaling/data in this phase to the BS.
All NWTs, who do not have assigned up-link data slot can switch to the

power saving mode.

E_burst phase

o Format : A number of short energy bursts; each of a very small interval

(E_burst time).

e Purpose : To enable INWT and NNWTs to indicate to the BS that they

wish to regain an uplink channel.

e Description : The polling sequence o_f INWTs and NNWTs, who were
allocated E_burst slots in the E_burst phase, is specified in the BS.sig
phase of the current CDF, thus there is a one to one relationship between
the between the positicn (time) of the E_burst and *he WT which sent ‘t.
This type of polling has very low overhead if the number of INWTs and
NNWTs at any time is limited, which is a fair assumption to make for the

usage scenarios assumed for this kind of a system.
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Chapter 5

Proposed Slot Allocation policy

5.1 Introduction

The increasing bandwidths in networks have made applications such as interac-
tive voice and video communications feasible. Such services are characterized by
high bandwidth requirements and real time constraints. Traditional communi-
cation applications such as file transfer and electronic mail are examples of “non
real time” traffic. The performance metric for such applications is typically aver-
age delay and throughput. The characteristics of real time traffic, however, differ
—signiﬁcaﬁtly. Most importantly, each real time traffic packet is characterized by
a deadline by which time it must be received at its intended destination; a packet
not received within this deadline is typically considered to be lost. Unlike tra-
ditional cqmmunication applications, many real time applications can tolerate
such loss, provided that the amount of loss is kept within certain limits. In such
cases, the primary performance metric for this class of traffic is the fraction of
packets received within their deadliue.

These different performance metrics suggest that protocols and architec:ures
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previously developed for traditional communication applications may not be well
suited for real time traffic in wide area networks. Section 2.3 discusses the various
service classes that need to be supported in a ATM network. We examine the
use of different link level scheduling policies to support these classes of traffic and

we also suggest a new scheme which is similar to some already existing schemes.

5.2 Review of different service classes and their

requirements

The three main classes of traffic that are supported in ATM networks are the

following:

e Real Time Traffic: This traffic class mainly supports voice and video
(CBR and VBR) traffic and is characterized by a low cell transfer 'delay
(CTD) and low cell delay variance (CDV) requirement. This class can
however tolerate some loss. Real time packets are characterized by their
deadlines. A real time packet which does not complete its transmission
within its deadline is considered lost. The performance metric for real
time traffic is thus the percentage of messages lost. Its also importar_lt that

the jitter of these services be low.

e Non Real Time Traffic: This traffic ciass supports mostly data traffic
and some non real time video traffic. This class is not delay or jitter
sensitive, however it is sensitive to loss. The non real time traffic has no
deadlines and hence caﬂ be buffered without lcss; the performance metric

for non real time traffic is average delay. '
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Figure 5.1: Global and local deadlines

5.3 Scheduling Issues for real time traffic

As mentioned earlier, real time traffic that is unable to meet a specified timing
constraint is considered lost, regardless of whether it is eventually received at
a destination node. Thus an end-to-end deadline can be specified along with a
tolerable loss as 2 QoS metric for many types of real time multimedia traffic. One
approach to meeting the end-to-end delay requirement is to distribute the end-
to-end delay requirement across the various components of the commﬁnication

path. Hence, the end-to-end or global deadline may be translated into local

deadlines at intermediate network nodes as shown in Figure 5.1. By ensuring
that local performance criteria are met, it is possible to guarantee that end-to-
end delays are met for traffic delivered to the receiver. In the absence of local
deadlines this guarantee is hard to provide because of variable nature of the
network delays.

The danger with allocating the global deadline across intermediate nodes
is that a particular packet that waz unable to meet a qual deadline may still
have been able to meet the end-to—énd delay constraint. This packet would

nonetheless be droppved within the network. On the other hand, if no local
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performance criteria are enforced, a packet that would never make the end-to-end
deadline may still continue to consume network resources unnecessarily. Thus,

the particular allocation policy used must take both possibilities into account.

5.4 Different categories of the scheduling poli-
cies

Most of the scheduling policies can be classified into the following three broad

categories:

e First Come First Served(FCFS): The FCFS scheduling discipline does
not differentiate between real time and non real time traffic and all trans-
mitted packets are sent on a first-to-arrive basis. This policy treats real
time traffic poorly and the losses incurred are high [20]. Clearly this scheme

is not suitable for a system where QoS guarantees need to be made.

e Priority Based Schemes: Under this scheduling discipline, real time
traffic are given strict priot’ty over nun real time packets. Withia the
same priority class packets are transmitted in an FCFS manner. Packets
of the same priority that arrive at the same time are transmitted in random

order. There are many variants of this basic approach: .

— EDD: This scheme called the Earliest Due Date policy and was pro-
posed by Jackson. Under EDD, each packet has associated with it
& due datz, typically interﬁreted as the time, by which to complc”ﬁe

the transmission of the packet. At the time that the server becomes
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available, it is assigned the packet with the smallest (earliest) due

date to transmit.

STE/MUL: This scheme called the Shortest Time to Extinction is
same as the Minimum Laxity policy. These schemes are essentially
same as the EDD scheme except that they never schedules tasks that
are already past their due dates. Each arriving real time packet has
a fixed real time deadline T;. The laxity of a real time packet 7; is
defined to be the number of remaining slots until its deadline expires.
A packets laxity always starts at 7; and décreases by one at the end
of each slot that it remains in the queue until either the packet is
transmitted or its laxity reaches zero. In the latter case, the packet is
removed without being transmitted. Panwar et al [21] have shown this
scheme to be an optimal scheme for the discrete time G/D/1 class of
queues, which is the commonly used model for statistical multiplexers
in data communication systems.

The above priority based schemes are optimal for real time trafﬁ_c for
a singie hop network, but the performance of non-real time traffic -
under these schemes is very poor and results in large delays. Also
the above schemes are not suitable for multihop networks since under
these schemes the ead-to-end jitter tends to grow as a function of
path length in networks, which makes these unsuitable.

To overcome this problem many variants of the STE scheme have

been proposed, most notable among those are ¢he followirg:

FIFO+: This policy was proposed by Clark et al{22]. Bach node

estimates the average delay for all packets of a given class passing
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through it. Each packet carries a priority field that is initialized to
zero as the packet enters the network. As a packet departs from the
node, the difference between the dueuing delay actually experienced at
the node and the average delay for all packets of the class is added to
the priority field. Thus, a positive value in the priority field indicates
that the packet has spent more than the class average in the queues
traversed so far. Conversely, a negative value indicates that the packet
has received better than average service. At any queue, the packets
which have exceeded their class average by the largest amount, are

served first. This scheme has been shown to reduce jitter.

Hop Laxity (HL): In this scheme the packets are served according

to their hop laxity [23]. The hop iaxity is defined as

de = 3ok

where dj is the hop laxity at the £** node in the path from source to
destination, and M is the total number of hops between the source and
destination. While waiting, di value of a packet reduces with a rate
that depends.on the nuinber of Lops left to traverse.- At au.output
link, the packet with the lowest value of dy is always transmitted next.
Ties be:cween packets with the same laxity are broken in favor of the
earliest arrival. This local deadline based priority scheme captures
the system time remaining until extinction, scaled by the number of
hops that the packet still has to traverse. Thus, the packets tend to be
“compeusated”. by a higher priority for above average delay suffered
at earlier nodes. This scheme has been shown to be an optimal scheme

for real time services in wide area networks from both the delay and
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jitter standpoint. However this scheme also is not suitable for non real

time applications and gives very poor performance for such traffic.

— J-EDD: This scheme was proposed by Verma et al[24] and is called
Jitter-EDD, and has the provable property that end to end jitter never
exceeds that for a single node. This property results from the addition
of an input traffic regulator which holds a packet until the time it is
expected to arrive at the node. At that time it is released into the

node to be scheduled.

e Threshold based schemes: These schemes are intended to give the
designer explicit control over the performance tradeofls between two traffic

classes. These schemes essentially fall into two categories:

— Minimum Laxity Threshold (MLT): Under MLT scheduling, pri-
ority is given to real time traffic when the minimum laxity among the
queued real time packets falls below a certain threshold L (0L L<LT)
otherwise priority is given to the non real time traffic. L may be cho-
_en to achieve a particular tradeoff between th . performauce of *w>
traffic classes. Again, packets within the same class are served in a
FCFS manner and ties are broken randomly.

— Queue Length Threshold (QLT): Under this policy, whenever
the number of queued non real time customers exceeds the threshold
value, T, non real time packets are given priority; otherwise priority

is given to real time packets.



5.5 Slot Allocation Policy

A slot allocation (scheduling policy) policy as applicable to our system, is a
control mechanism, which allocates a pre-defined number of slots among NWTs:;
each having multiple classes of traffic. In a BS oriented network, the policy is
primarily implemented at the BS. It is important that the BS has detailed uni-
form information regarding the bandwidth requirements of all the WTs and the
urgency with which they need to send data (important for real time services).
However there exists a tradeoff between the performance and the overhead re-
quired to transmit and process this detailed information. In the following we
consider what is essentially a modification of the HL policy discussed earlier.
However in this policy there is a deadline agsociated with non real time traffic
as well, which is kind of a timeout associated with each non real time packet.
By varying this parameter we can improve the performance of the non real time

traffic without sacrificing on the performance of real time traffic.

5.5.1 Problem Formulation

Conventionally, the slot allocaiion problem is formulated by considering only
the uplink scheduling and ignoring the interdependency on downlink scheduling.
This formula:tion is quite inaccurate especially when the size of the down-link
phase is variable and dependent on the size of the uplink phase. In this cuse
both the uplink and downlink scheduling need to be considered simultaneously
and the problem can be formulated by considering two dependent schedulers :
uplink scheduler and downlink scheduler.

The uplink scheduler considers M (> 1) WTs sending packets to a BS over
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a time multiplexed channel during the Up_data phase of a CDF and the down-
link scheduler considers the BS broadcasting packets to the WTs over the same
channel during the Down_data phase. Wifhout loss of generality the channel is
assumed to be slotted, i.e. the channel time is divided into equal segments called
slots. All messages consist of packets of equal length; the transmission time of a
packet is one slot, and a packet transmission may only begin on a slot boundary.
Only one WT or the BS is allowed to transmit during any particular slot and
this is decided by the Slot Allocation policy at the BS and this information is
broadcast to all WTs at the start of every CDF in the BS_sig phase.

Referring to the Figure 4.3, let Tyq(n) and Tyuy(n) be the number of consecu-
tive slots in the Down_data and the Up.data phase respectively of the nt* CDF.
Prior to the beginning of these two phases, i.¢ in the BS.sig phase the BS informs

each WT of the following :

e the number of consecutive packets and the beginning slot in which the WT

is going to receive packets from BS during the Down_data phase.

e the number of conSecutive packets and the beginning slot in which the
WT is allowed to transmit during the Up.data phase. For fzhe purpose of
allocating slots in the n** CDF, the BS is assumed to pessess the following

information prior to the start of the ntt CDF.

e the number of packets queued at each WT for uplink transmission for each
priority class (if any) at the end of their data transmission in (n—-1)% CDF,
this information is sent by eve'y ANWT in every CDF using superslot

signaling described earlier.

e the nominal number of packets allowed at each WT.



e the number of packets queued at the BS for each priority class (if any) at

the end of the (n — 1) CDF.

e the WTs that transmitted an energy burst during their E_burst slot in the

(n—1)* CDF.

A policy for the BS is any function of the above mentioned information
that allocates the down_data slots and up-data slots subject to the constraint
(Tya(n) + Tua(n) < Timas(n)) ie. the maximum frame size of CDF is limited. It
is desired to determine policies that minimize the total mean delay and cell loss

probability and maximize throughput while ensuring fairness among all WTs.

5.6 Proposed HL - based Slot Allocation Policy

The proposed slot allocation policy is based on the Hop—Laxity criterion (HL).
Laxity is defined as the the Mean Residual Life Time (time before a cell is
discarded) for a cell in terms of the number of ATM slots. Hop Laxity is the
laxity per hop and is calculated as described in section 5.4. A mean residual life
time can be allocated to each service (VCI) based on ihe delay sensitiveness of
data. Even for a non-delay sensitive data a mean residual life time is assigned,
although this is much higher thz_m that for delay sensitive real time data.

The hop laxity calculation is done dynamically at each WT and the BS. A
hop laxity vector can be generated based on the status of all the cells at the
MAC queue in both the BS and the WTs. As described earlier it is important
to consider along with laxity, ihe nuruber of hops that the packet is expected to
traverse befors its final destination. The BS and the WTs maintain a look up

table which associates with each source destination pair the number of hops that
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the packet is ezpected to travel. Estimation methods can be used to construct
the above-mentioned lookup table. Here we just assume the existence of such
a table and we are not concerned with méthods on how to construct the same.
The hop laxity vector can then be sent to the BS which allocates slots in a round

robin fashion based on the hop laxity.

Upon allotment of data slots, cells are transmitted based on their hop laxity.

Hence a cell with the lowest hop laxity is transmitted before other cells and so

On.

5.6.1 Laxity to Priority mapping

To reduce the processing and bandwidth overhead during the BS_sig phase, the
hop laxities at each WT and the BS are quantized and mapped on to a priority

vector.

Priority is defined as the mean residual life time of a cell in terms of the maximum
CDF size, hence Priority = Lazity/Maz. size of CDF (in slots)

This priority mapping is of type (IV;, P;) and is calculated every CDF at
the WTs and BS, where {N;, P;) means IV; cells with priority F;. A tot~! of 16

priorities is used. The mapping is described below :

Uniform Quantizing with clipping : The relationship between the 4-bit pri-
ority level and the laxity is linear for all laxities less than Lclip where Lelip

is the clipping laxity value beyond which all laxities belong to priority level

1111.

Non-Uniform Quantizer : In this scheme the relationship between the 4 bit

priority level and the laxity is non-linear as shown below. Unlike the

67



1111

1110

CCO1

4-bit Priority Level

Lmin Leip Lmax Caxiy

Figure 5.3: Uniform Quantizing

uniform case, the division of laxity is finer for small laxities. A common

non-linear function used in the u-law of digital PCM telephony is :

y = sgn(a:)lllg(%f%[l where —1 <z < 1; 1 =100

By normalizing laxity i.e. T = (Lazity—Lmin) e can use the above function
(Lmar—Lmtn)
for our laxity to priority transformation. Note that in our case, x is non

negative and hence sgn(x) function in the equation can be omitted.

5.6.2 - Uplink Signaling information

It is now possible to describe the uplink signaling information to be sent every
CDF from the WT to the BS. For each priority level we sent the (IV;, P;) mapping
as described earlier. Here F;is a 4 bit number and the number of priorities is 16
hence the total signaling overhead is 16%4 = 64 bits = 8 bytes. aence the ATM

superslot is as described in earlier sections.
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5.6.3 Slot Allocation algorithm;

Thus the Slot Allocation Algorithm is as follows :
For 0 < 7 < M (0 corresponds to BS and 1 to M to the WTs), let prior-
ity _vector(i) be the priority vector sent to the scheduler by WT i. The details of

the allocation policy at the scheduler can be illustrated as follows :
1. ATM Superslot assignment -

For0<:< M
If (E burst(i) > 0), then

grant 1 ATM supersiot to node 1;
2. Nominal Slot assignment

For0<i:1<M

If (Total_packets(i) < Nominal_packets(i)), then
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grant Total packets(i) to node(i);
clear priority_vector(i);
else

grant Nominal_packets(i) to node(i);
subtract Nominal_packets(i) from priority_vector(i) sequentially

starting from the entry corresponding t0 Prmin;

3. Slot Assignment according to Priority

For all non-zero vector(i), 0 < i < M,
assign the rest of slots based on priority in a round-robin fashion

until no more spare slots are left ;

Nominal BW allocation is assumed to be done by the CAC layer in the wireless

control plane (Figure 33) and the allocation is given to the above algorithm.

5.7 E_burst Allocation

A E_burst slot is aliocated t¢ each inactive netwurked WT and to sore NNWTs _

in each CDF'.

5.8 Buffering Strategy

The cells are stored on a FIFO priority queue - cells with same priority are stored
in a FIFO discipline, but cells with higher priority are ahead of those with lower

priorities. The prioritisation is based on the HL criterion described earlier.
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Figure 5.5: Buffering Scheme at the MAC layer

This calculation is done prior to the start of the transmission period of each

WT in every CDF.

5.8.1 Buffer Overflow Control

The buffer overflow control strategy is based on the ABR congestion control
scheme. Each ABR source has a current rate called the Actual Cell Rate (ACR)
that is bounded by the Peak Cell Rate (PCR) and the Minimum Cell Rate
(MCR). In our system when congestion occurs i.e. the queue length at a WT/BS
exceeds a certain threshold Larax, the rate of the ABR sources is dropped to
the MCR (which can be zero). When the network comes out of congéstiori
i.e. the queue length at a WT/BS falls below a threshold Ly rv, the rate for
the corresponding ABR source is restored back to the ACR. This scheme is
a simplified version of the ER (explicit rate) scheme commonly used in ATM
networks, whenever congestion occurs in the system, ER. is set to the MCR. The

thresholds Liysax and Ly are simulation parameters.
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Chapter 6

Simulation, Results and Conclusions

6.1 Simulation Description

In the discrete event simulation we simulate the performance of a cell within
the system, which consists of a Base Station (BS) and five wireless terminals
(WTs). The number of active networked users is thus five. The channel is of
broadcast type and can introduce packet errors based on simulation parameters.
Since strong forward error correction (FEC) is being used, only packet errors are
assumed. Separate links have been simulated for uplink and downlink traffic. It
is assumed that the nominal bandwidth allocation is done_by a CAC algorithm
in the control plane and this is known to the Slot Allocation Algorithm at the
Base Station. Equal load to all WTs is assumed. Traffic sources described later
are used to generate traffic at each WT. New connection set up requests are
not allowed. Thus the simulation setup captures a snap shot of typical MAC
layer operation. The TDMA frame structure is implemented using a set of
timers which trigger the events corresponding to each phase in the Control Data

Frame. The communication between the WTs and the BS is siinulated using
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shared memory between various entities.

6.1.1 DBase Station

The BS module consists of the following main modules which do the following

tasks:

e Slot Allocation: The Slot Allocation module (SA) allocates slots for both
the uplink and downlink data channels in every CDF based on a slot allo-
cation algorithm described earlier. It reads the priority_-matriz into which
each WT and the BS write information about the number of cells queued

and their respective priorities.

e E_burst Allocation: The E_burst allocation module allocates E_burst slots
to all the inactive networked wireless terminals, by writing into a shared

memory, which is read during the E_burst period by all the INWTs.

e The queue module at the base station receives and buffers packets from
the WTs and transmits them in the downlink slots. The buffering strategy
used at the BS is the same as th one used at each VT and is described
earlier. The laxity and priority calculation deules calculate the laxity
and priorities c;f the cells queued at the base station and write into the

priority_matrix at the start of the downlink data phase.

e The BS module implements the CDF frame structure using a set of timer
modules which trigger events corresponding to each phase in the CDF
namely the BS_signaling, Data and the E_burst phase. These durations

are calculated in every CDF by the Siot Allocation module.
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e The BS module also send a congestion indication in the BS_signaling phase

if the buffer length at the BS exceeds the threshold L;4x described earlier.

There are five Wireless Terminals (WTs). Each WT module consists of three

main modules :

e A traffic sources which generates CBR, VBR and ABR traffic as described
later in this chapter. The loads and the traffic mix i.e. the composition of
the traffic is a simulation parameter. Also the time to expiry associated

with each service is a design parameter.

e A transmit module which queues the generated packets in a buffer and
transmits them in the slots allocated to them by the BS. The buffering

and the congestion control strategy as described earlier are implemented

in this module.

e A physical link which is capable of introducing packet errors. The packet

error probability is a simulation parameter.

6.2 Traffic Sources

As mentioned earlier, ATM networks must support various communications ser-
vices, such as data, voice, and video and each having different traffic character-
istics. To evaluate the performance of such networks, accurate source modeling
is required. The purpose of this section is to describe the traffic models used for

{his simulation fou different service classes.
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Figure 6.1: Randomly Phased CBR Sources

6.2.1 CBR Sources

These sources generate traffic at a constant rate derived from the mean cell rate.
This model is implemented using a traffic generator which generates pulses at
a constant rate which can be specified by the user. These pulses trigger the
-generation of data structures representing the MAC packets. Each mobile can
have up to a maximum of three such sources. The three sources are identical
(can have different parameters as well) but they start the transmission at some

random phase in the interval (0,T) as shown in Figure 6.1.



6.2.2 VBR Sources

These models are applicable to video scenes with relative uniform activity levels
such as video-telephone scenes showing a person talking. These are based on
an Auto Regressive Moving average model (ARMA) [26]. In this model a frame
is generated every 1/30th of a second and the cell rate during the n'h frame is
given by the following:

Y (n) = 0.8781 x Y(n — 1) +0.213 x w(n) x M, where

w(n) is a Gaussian random variable with a mean of 0.572 and variance of
1.0, and M is the mean cell rate per frame of the Vide'o source. These sources
are simulated using a traffic source that generates pulses at a constant rate at
the start of each frame and in the n** frame the number of cells generated is
given by Y (n). There can be a maximum of three such sources at each WT. The
first frame occurrence of each of the sources is randomized over the interval of a
frame. Once initialized, the sources keep their individual frame synchronizations

and the cells are generated at a rate according to the above-mentioned formula.

6.2.3 ABR sources

The ABR sources can also be modeled as a superposition of identical ON-OFF
mini sources [3] (two state Markov modulated Poisson processes). In the ON
state the sources generates packets at a uniform interval. The number of packets
is geometrically distributed with a mean equal to 18 ATM cells (mean Ethernet

packet length) and the ON periods are Poisson distributed.
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6.3 Simulation Parameters

Bit Rate: This is the raw bit rate at which data is transmitted at

the physical layer.

Ts: OFDM Symbol Time = 4 bytes of information corresponding to
16 OFDM carriers, each carrying 2 bits of information and the guard

time.

Tr: Rise time of the radio transmitter.

Tr: Fall time of the radio transmitter.

Tz: The time required to send an E_burst over the channel.

Tr: Transmitter turnaround time - time associated with synchro-
nization and sending training bits etc.

FEC . The number of bytes used for the FEC overhead attached to

the MAC payload.
ns: The number of bytes used for sending the signaling message.

Max Load- This fs th;e load for which the load on the system is
considered to be 100% and is calculated in packets per second. It
is assumed here that al! data transmission is between WTs and the
BS and further that approximately half the slot in each frame are

allosted for the uplink transmissions.
Load: This is the load on the system at any point of time and is
expressed as a fraction of the Max Load.

Stop Time: The time at which the traffic sources stop generating

traffic.
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Mean CBR cell rate: This is the mean rate at which CBR traffic

is being generated by each service at each WT.

Number of CBR sources: This is the number of CBR sources
that are generating traffic at each of the networked users. This can

vary between zero and three.

Res Life Time - CBR.: This is the residual time (time to expiry)

at the start of service for each CBR packet being generated.

Mean VBR cell rate: This is the mean rate at which VBR traffic

is being generated by each service at each WT.

Number of VBR sources: This is the number of VBR sources
that are generating traffic at each of the networked users. This can

vary between zero and three.

Res Life Time - VBR: This is the residual time (time to expiry)

at the start of service for each VBR packet being generated.

Inter Frame Time: This is the duration between successive VBR

frames.

Inter Cell Delay - ABR: This is the time between successive ABR

cells duringA an ON period.

Mean Delay between bursts - ABR.: This is the mean time for

an OFF period for an ABR source.

Number of ABR sources: This is the number of ABR sources
that are generating traffic at each of the netvorked uoers. Tuis can

vary between zerc and three.
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Res Life Time - ABR: This is the residual time (time to expiry)

at the start of service for each ABR packet being generated.

ATM Superslot length: The time required to transmit an ATM
superslot.

ATM slot length: The time required to transmit an ATM slot.

BS_sig slot length: The time required to transmit the BS signaling

information.

Buffer Size - MT: The buffer size used at each mobile.
Buffer Size - BS: The buffer size used at the BS.

Packet error prob: The probability that an ATM packet will have

to be discarded due to errors.

Number of Registered Users: The number of users who have

registered with the network.

Number of Networked users: The number of users who have been

granted at least one service.

Numbeér of Data Slots: The maximum number of slots that can

be allocated during one CDF.

6.4 Results

6.4.1 Performance Metrics

e Delays: As can be seen from Figure 6.2, the delay performance of the

protocol is very good. At low loads the mean delays are < 0.5ms. Even at
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peak load, the mean delay for CBR service is ~ 6ms, which is adequate to
meet the QoS guarantees. Also the performance of delay insensitive (ABR)

service is very good, which is one our primary design goals.

o Jitter: It can be seen from Figure 6.3 that the standard deviation of delays
for CBR packets is limited to less than ~ 2ms at high load and at low load

is considerably lower.

e Cell Loss: From Figure 6.4 we can see that the cell loss ratios are zero for
low to moderate loads. At very high loads also the cell loss ratio is only
~ 8 x 1075, Also note that this is a dramatic improvement over the Cell

Loss when the ABR congestion control scheme is not implemented.

e Deadline Expiry: An important QoS ;netric for real time services is the
number of packets that had to be discarded, since their deadlines had
expired. The simulations show that in our protocol, even at very high
loads, this is zero. Thus our original design goal of minimizing both the
average delay for delay insensitive service as well as the packet loss in real

time services due to deac:ine expiry has been met succescfully.

6.4.2 Design Parameters

e Maximum CDF Size: From Figure 6.3 , we can see that mean delays
decrease as the maximum number of data slots per CDF increase. This
means it is better from mean delay point of view to have larger CDF sizes,
however as indicated earlier the worst case delay suffered by an "ﬁrgent”
service is 2*CDF size and this grows as the frame size increases. Thus

there are two contradicting requirements. Hence in our view a suitable
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size for the maximum number of data slots per CDF = 150. The CDF
size at high loads in this case is ~ 2ms, which is similar to many existing

TDMA based protocols (e.g. PACS).

e Buffer Sizes: As can be seen from the Figure 6.5 the mean queue length <
15, even at very high loads. Also the instantaneous queue lengths at peak
load (Figure 6.5) never increases beyond ~ 85. Thus at each mobile the

buffer size of ~ 100 seems adequate.

6.5 Conclusions and Future Work

We have demonstrated here a reservation based MAC protocol capable of sup-
porting a diverse traffic mix. The key to eléfective and efficient bandwidth al-
location is the availability of detailed state information for each packet queued
at the WTs and the BS to the Central Controller (151 this case the base station
itself), as is done in the proposed protocol. The bandwidth allocation using this
information results in significant statistical multiplexing gain. The transmission
of this information from the rnobﬂes to the BS is done in a bandwidth efﬁcieni;
manner using a “superslot” signaling scheme. The performance of the protocol
both from delay and cell loss performance metrics is very satisfactory, as seen
from the simulation results. We have also been able to extract certain key design
parameters such as the maximum CDF size and the buffer sizes at each :nobile.

However the protocol doesn’t yet have provisions for mobility and hand-off
support. So future.'»vork needs to be done in this area. We haven’t looked at the

control and management aspects of the MAC laver in the control plane, notabie

among these signaling and Connection Admission Control, which need to be
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studied. It is desirable to have a more sophisticated congestion control scheme
as well. Also we are currently assuming a fixed amount of FEC for each packet,
which entails a large overhead. Thus it is desirable to have a more sophisticated
adaptive FEC/ARQ scheme. The amount of FEC bytes used should be adjusted
dynamically depending on the state of the channel. Also from the simulation

point of view we need to model the physical layer more accurately.
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Appendix A

Overhead comparison of uplink

signaling schemes

A.1 Introduction

The overhead and useful bandwidth comparison is done here for three existing
signaling schemes [19] used by the WTs to convey their dynamic bandwidth
requirements in every frame to the base station. Also a new scheme called the
superslot scheme [20], which givés a significantly better performance in terms of
overhead and useful bandwidth is presented. ,

The an_alysis also considers the overhead due to Forward Error Correction
(FEC). The FEC overhead is assumed to be 20 bytes. It is also assumed that all
schemes use the same amount of FEC overhead. For the subslot strategy the use
of 20 bytes FEC overhead is somewhat questionable and inefficient. However in
the interest of limiting the analysis, a uniform assumption is made.

It is aiso assumed that all the signaling information is attuched to only one
ATM cell. Furthermore the overhead used for signaling is of a fixed size (ns)

bytes and is used as a parameter in the analysis (ns is varied from 2 to 16
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bytes). The rationale for these assumptions is based on the observation that
after a WT announces its intention to transmit during the E_burst interval, it
gets assigned one slot in the next CDF'. During that slot, it should be able to
specify all its signaling information. Finally, this analysis includes the E_burst
interval for calculation of overhead. This has necessitated the consideration of
two parameters described earlier the total number of networked users (Nyy) and

the total number of active networked users (Nayy)-

A.2 Definitions

Ts: OFDM Symbol Time = 4 bytes of information corresponding to

16 OFDM carriers, each carrying 2 bits of information and the guard

time.

Tg: Rise time of the radio transmitter.

Te: Fall time of the radio transmitter.

Tg: The time required to send an E_burst over the channel.

Tr: Transmitter t.rnaround ime - time associated with synchro-

nization and sending training bits etc.
N: The number of ATM slots in a CDF.
Nyu: The number of networked users.

Nayv: The number of active networked users.

ns: The number of bytes used for seudicg the signaling message.
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A.3 Reservation Schemes

A.3.1 Inband

In this scheme reservation messages for each wireless terminal wishing to trans-
mit data are carried in a separate ATM slot. The size of each slot is equal to 54
bytes (53 byte ATM cell + 1 byte MAC header). A 20 byte FEC is attached to

it at the physical layer. The size of the CDF is then given by:
L[ = (ijU —_ N'ANU) X TE + (N'ANU + 1) X TT + N x 74 x T5/4

The reservation message overhead to a first approximation is dependent on
the number of WTs, Nayy because every WT requires one slot to transmit the

reservation message:

N, TdxTs /4
O; = ( ANUXLI xTs/4)

The overhead including E_bnr;t is given by :

OE; =07 + (N”U—I\ENU)XTE

The useful bandwidth (the bandwidth used to send the MAC payload) is

given by:

- N—-1-N, 53xTs/4
BVV[ — (i ANLUI)X 3xTs/
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A.3.2 Piggyback

In this scheme reservation messages for each wireless terminal wishing to transmit
data, are carried piggybacked to the MAC payload. The size of a MAC PDU is
considered equal to (54 +ns) bytes (this allocation of ns bytes is made because
of the earlier assumption that all signaling information is sent in the first slot).
A 20 byte FEC is attached to each slot at the physical layer.

The length of the CDF for this case is:
Lp = (ZVNU - IVANU) x Tg + (NANU + 1) x Tr+ N x (74 +T7.S) X T5/4

The reservation overhead is independent to a first order of the number of

sending WTs and is given by:

OP_M&

Lp

The overhead thus increases linearly with the number of bytes used for send-
iny veservaticn messages(ns). )

The overhead including E_burst is given by: -

OFp = Op + Wru=Nan)xTe

The useful bandwidth for this case is given by:

_1 IxT
B‘/VP — fN )X5 Xls{‘l

Lp
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A.3.3 Subslot

In this scheme MAC reservation messages are transmitted separately in subslots.

The size of a MAC PDU is equal to 54 bytes. The size of a subslot is considered

equal to ns bytes for reservation messages. The number of subslots required is

equal to the number of sending WTs, Nayy. To each subslot we need to attach

a 1 byte MAC header and a 20 byte FEC which results in a significant overhead.
The length of the CDF is dependent on the number of subslots and is:

Ls = (Nyy—Nayw) xTe+(Nany+1) XTr+(Nayy X (ns+21)+ N x74) x T /4

The reservation overhead increases linearly with the number of active WTs,

__ NanuX ns+21)xTs/4
Os = s

The overhead including E_burst is given by:

- OEs=0s+ UY“’U—‘\E';NU)XTE

The useful bandwidth for this scheme is given by :

BVV’S — fN~l)X53XT5!4

Ls

A.3.4 Superslot

A new scheme was proposed by Gagan et al [20] and is called the superslot

scheme. In this scheme there are two kinds of slots - superslots and normal
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ATM slots. Superslots comprise of a subslot(ns bytes) attached to a normal
ATM slot. Each transmitting WT at the start of its transmission period uses
this superslot to transmit a reservation meésage in the first ns bytes and data
in the rest of the slot. The succeeding slots for the same WT are normal ATM
slots. WTs who have indicated that they want to regain the channel, by trans-
mitting during their E_burst period are allocated one ATM superslot during the
subsequent frame and they can get more slots in subsequent CDF's by sending
signaling information for their bandwidth requirements in the subsequent frames.
The number of superslots is thus equal the number of active WTs, Nayy. The
20 bytes of FEC instead of being attached terach slot is now attached to the

superslot, thus saving on overhead.

Lsp = (IVNU — ZVANU) X T+ (ZVANU -+ 1) X ,..711"-.L (IVANU xns+ N X 74) X T5/4
The overhead for this scheme is proportional to the number of sending WTs,
Nayu but does not include the extra 20 bytes due to FEC and is given by:

_ NanuxnsxTs/4
Osp =

Lse

The overhead including E_burst is given by :

Nyy—=Navu)XTe
Lsp

Opsp = Osp + ¢

The useful bandwidth is given by:
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(N~1)x53xT5/4
BWSP — N-1)x53xTs /4

Lsp

_ Nanv x(ns+21)xTs /4

Os = I

A.4 Simulations and Results

Extensive simulations in MATLAB were done. Here is a summary of the results:

The overhead of the Inband scheme O; increases very rapidly with the

number of transmitting WTs, Nayv.

The overhead of the piggybacked scheme Op is almost constant with re-
spect to Nayy but increases linearly with the size of the signaling message

(ns bytes) and is quite large for large values of ns (e.g.16 bytes).

The overhead of the subslot scheme Og increases with the number of active
WTs, Nayy, but the increase is not as rapid as in the Inband case. This

scheme essentially suffers due to the FEC overhead of 20 bytes which needs

to be attached to every subslot.

The overhead Ogp for the superslot scheme is significantly lower than all of
the above schemes. The overhead due to the superslot scheme for IV = 151
and ns = & bytes is less than 0.5%, which is really low. Also even when

the number of the WTs goes up in the cell the overhead is just about 0.8%,

thus the scheme scales up pretty well.
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