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The asymmetric nature of tra�c in most networks, as evident in the Internet,

is shifting current networking technology trends more towards the development

of hybrid networks. Multimedia tra�c with its inherent variability in Qual-

ity of Service (QoS) requirements further reinforces this trend. Technologies

such as DirecPC which allow users to send tra�c terrestrially and receive traf-

�c through satellite have demonstrated the e�ciency of the broadcast nature

of satellite communications as a means of delivering high bandwidth tra�c to

end users. Even though the majority of Internet applications rely on point-

to-point transmission (unicast), emerging applications such as teleconferencing

and information distribution have necessitated the development of an overlay

multicast backbone network in the Internet (MBONE) for point/multipoint-to-

multipoint data transmission. A major hurdle in multicasting over the Internet



is the potential for high bandwidth tra�c to cause congestion in the terrestrial

backbone. Introducing hybrid terminals within corporate LANs for incoming

multicast streams thus would provide an e�ective means of preserving gateway

bandwidth for other outgoing tra�c.
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Chapter 1

Introduction to Multicasting

Multicasting allows us to send a data packet to multiple sites at the same

time. The key here is the ability to send one message to one or more nodes

in a single operation. This provides a tremendous amount of savings in band-

width when compared to traditional unicast transmission which sends messages

to multiple nodes through replication of the message to each node. Besides

the performance improvement over unicast transmission, multicast allows the

construction of truly distributed applications.

There are several new and exiting applications such as real-time audio and

video conferencing which make good use of multicast services. Because of the

real-time constraints on these services, there is a constant data 
ow require-

ment and a very low tolerance to transmission delay jitters, hence multicast

routing protocols should satisfy these constraints. Multicasting is also often

used for synchronization, duplication, and coherency of data in Distributed and

Database Systems. For the implementation of coherency one needs to use atomic

operations among di�erent machines. This atomicity can be achieved by using

multicasting. The same can be said for synchronization in Distributed Systems

1



especially when the system is used to implement parallel processing algorithms.

Another aspect of distributed systems is the duplication of data in a bit to pro-

vide some form of Fault Tolerance. A direct application of this would be for

updating a �le server with multiple and distributed copies of data in one opera-

tion through multicasting. This would also ease the work of coherency between

copies of the data. Network resource allocation can also be eased by the use of

multicasting

1.1 IP Multicast

Internet Protocol (IP) multicasting allows an IP datagram to be be delivered

using \best-e�ort" to a host group consisting of one or more hosts identi�ed by

a single IP destination address. The membership in a host group is dynamic and

there are no restrictions on the location or number of members in it. Also, a

host may be a member of more than one group at a time and multicast sources

need not be be members of the group.

Multicast routers,which may be implemented in an Internet Gateway, are des-

ignated the role of forwarding IP multicast packets. A multicast source transmits

an IP multicast datagram using a Time to live (TTL) of 1 to a local network

which reaches all immediately-neighboring members of the destination group.

If the source wishes the packet to traverse outside of the local subnetwork, a

TTL greater that 1 is used. Then, the multicast router(s) attached to the lo-

cal network takes up the responsibility of forwarding the packet to all other

networks that have members of the destination group. An attached multicast

router completes delivery by transmitting the datagram as a local multicast.
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Figure 1.1: The architecture of the MBONE

IP provides an unreliable transmission of data packets from a single source

host to a single destination host i.e. unicast transmission service. However, re-

search has shown that only minor modi�cations are required to add multicast

routing support to IP. The resulting IP Multicast routing protocol provides e�-

cient delivery of packets from one source to an arbitrary number of destinations

throughout a large heterogeneous network such as the Internet.

Currently, there is an experimental Multicast Backbone (MBONE) which is

exploring applications of IP multicast. MBONE, a virtual network that overlays

the Internet, allows multicast packets to traverse through routers that are set up

to handle only unicast tra�c. Datagrams travel through non-multicast capable

clouds through tunneling (encapsulating) multicast packets in regular unicast IP

packets as indicated in Figure 1.1.
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Multicast Addressing

Amulticast address is assigned to a group of hosts that form a multicast group.

Senders use the multicast address as the destination IP address of a packet that

is to be transmitted to all group members.

An IP multicast group is identi�ed by a 32-bit Class D address (IPv4) whose

higher order four bits are set to \1110" concatenated with a 28-bit group ID.

Hence, multicast group addresses range from 224.0.0.0 to 239.255.255.255 in

\dotted-decimal" notation. The Internet Assigned Numbers Authority (IANA)

maintains a list of register IP multicast groups. From the range of available

addresses, there are reserved blocks:

� 224.0.0.1 to 224.0.0.255 is reserved for the use of routing protocols and

other low-level topology discovery or maintenance protocols; 224.0.0.1 is

the \all systems on this subnet" address, 224.0.0.2 is the \all routers on

this subnet" address;

� 239.0.0.0 to 239.255.255.255 is reserved for site restricted applications;

� the rest are assigned to multicast applications or are unassigned;

Broadcast networks, such as Ethernet, support multicasting whereby multi-

cast packets are sent to a speci�c group address making it necessary to derive the

network-layer group address from the IP class D address. The IANA has been

allocated a reserved portion of the IEEE-802-MAC layer multicast address space.

The group address is derived from the IP address by placing the low-order 23 bits

of the IP address into the low-order 23-bits of the Ethernet multicast address

01-00-5E-00-00-00(hex).
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When a source wishes to send a multicast packet to receivers on the same

network, the packet is given the IP multicast address destination. The network

interface card then maps the address to the corresponding IEEE-802 multicast

address. The receivers simply inform their IP layer of their intent to receive

packets addressed to the group. In the general case where the sender and re-

ceivers lie on di�erent subnetworks, the routers need to learn group membership

information so they can forward packets to other routers with attached members.

This is discussed further in next paragraph, Section 1.2.

1.2 Issues in Multicasting

To support multicasting several modi�cations have to be made to unicast

transmission protocols because of the additional considerations that have to be

taken into account. Not only are routers burdened with the additional task

of learning group membership on directly attached subnetworks, but also the

construction of a delivery path that enable forwarding of multicast datagrams.

As illustrated in Figure 1.2, group membership protocols run between routers

and hosts within the same subnetwork whereas routing protocols run between

connection routers. Internet Group Management Protocol (IGMP) is used by

routers on the MBONE to keep track of group members and join appropriate

multicast delivery paths using routing protocols such as DVMRP, MOSPF, and

PIM.

The delivery path constructed by a routing protocol is referred to as a mul-

ticast tree. Multicast trees can be either source-based or shared as illustrated in

Figure 1.3. Source-based trees have uni-directional links and are rooted at the

5



Multicast Routing Protocol

Group MembershipProtocol

Figure 1.2: Multicasting in Wired Networks

source of multicast packets and therefore a di�erent tree has to be constructed

for each member of the multicast group. On the other hand, shared trees con-

sists of bidirectional links and hence the same shared path can be used by each

member of the group.

1.2.1 Internet Group Membership Protocol (IGMP)

IGMP is an integral part of IP that is used by IP hosts to report their host

group memberships to any immediately-neighboring multicast router. Hosts

inform their local router of their intent to receive transmissions attached to a

speci�c multicast group. The router would then periodically query the LAN to

determine if group members are still active. Based on the group membership

information learned from IGMP, the router joins a multicast delivery tree for

6
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each group that determines routes where multicast tra�c has to forwarded over.

IGMP Version 1 is speci�ed in the appendix of RFC-1112 [1]. According

to the speci�cation, multicast routers send Host Membership Query messages

addressed to the all-hosts group (224.0.0.1) with TTL of 1 to discover which host

groups have members on their directly attached subnetworks. Hosts respond to a

query with a Host Membership Report for each host group to which they belong

on the network interface from which the query was received. To minimize the

protocol overhead, when a host receives a query, rather than sending reports

immediately, it starts a randomly chosen report delay timer for each of its group

memberships. If during the delay period, another report is heard from the same

group, the local host resets its timer to a new random value. When a timer

expires, a report is generated for the corresponding host group.

Multicast router interfaces are con�gured to receive all multicast IP tra�c.

It is not necessary for a router to keep track of all hosts that are group members.

In fact, the router only needs to know that at least one group member is present
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on a network interface.

If no reports are received for a particular group after some number of Queries,

the router assumes that there are no group members for that group and prunes

itself from the delivery tree of the group. To guarantee that a host will receive

multicast tra�c if it is the �rst to join a group, rather than wait for a query, it

immediately transmits a report for that group when it joins a new group.

IGMP Version 2 [2] enhances and adds additional features to Version 1. It

speci�cally de�nes a procedure for the election of a multicast querier in a LAN

with more than one multicast router. By default, the router with the lowest

IP address on the LAN is elected the multicast querier. IGMP Version 2 also

de�nes a Group-Speci�c Query message that allows a router to specify a group

that is being queried. Also, it de�nes a Leave-Group message used by hosts to

inform routers that they are the last to leave a group. This triggers the querier

to send Group-Speci�c Queries on the interface that the Leave-Group message

was received.

A preliminary draft for IGMP Version 3 [3] has been submitted to the IETF.

The major addition to this version is the support of Group-Source report mes-

sages so that a host can elect to receive tra�c from speci�c sources of a multicast

group. Group-Source Report messages can either specify sources that it does not

want to receive from (exclusion) or sources it wants to receive from (inclusion).

Routers will be able to use this additional information to conserve bandwidth

when constructing the branches of their multicast delivery tress. Version 3 fur-

ther enhances the Leave-Group messages introduced in Version 2, allowing a

host to leave an entire group or to specify the speci�c IP address of the <source,

group> pair it wishes to leave.
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1.3 Overview of Multicast Routing Protocols

1.3.1 Distance Vector Multicast Routing Protocol

(DVMRP)

DVMRP, the most predominant routing protocol on the MBONE speci�ed in

[4], builds source-based multicast delivery trees dynamically using a variant of

the Reverse Path Forwarding algorithm. When a packet arrives on an interface,

the reverse path to the source of the datagram is determined by examining a

unicast routing table of known source networks. If the packet arrives on an

interface that would be used to transmit unicast packets back to the the source,

then it is forwarded out of all interfaces that are part of tree. Otherwise, it is

considered not to be on the optimal delivery tree and the packet is discarded.

To minimize the number of branches necessary to reach all group members,

outgoing interfaces are pruned from a tree if they have no members directly

attached to it by sending a <source, group> pair Prune message. Tree branches

are added dynamically as new members join the multicast group by grafting the

new sections onto the delivery trees using a Graft message.

DVMRP uses IP-IP encapsulation to traverse regions (tunnels) that do not

support native multicast routing. Tunneling is done by encapsulating IP multi-

cast packets in unicast IP packets and addressing them to routers that support

native multicast routing. Neighbor DVMRP routers are discovered dynamically

by periodically sending Neighbor Probe messages on local multicast capable net-

work interfaces and tunnel pseudo interfaces. To prevent these messages from

propagating beyond a subnetwork, they are sent to the All-DVMRP-Routers

IP multicast address. Each probe message contains a list of Neighbor DVMRP
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routers for which the probe message has been received so as to ensure that routers

know of each others existence.

Furthermore, to ensure a consistent view of the unicast path back to a source,

a unicast routing table is propagated to all DVMRP routers as an integral part

of the protocol. Although this introduces additional overhead, it removes the

burden of synchronization from the network manager and places it on the pro-

tocol thereby reducing the risk of creating routing loops or black hosts due to

disagreement between neighbor routers on the upstream interface.

A major disadvantage of this type of protocol is that it does not scale well

since multicast routers must maintain state per group per active source. More-

over, because prune messages have to be sent for leaf routers with no attached

group members, this algorithm is not suitable for sparsely populated group mem-

bers typical of most wide area networks, and would saturate links with control

messages.

1.3.2 Multicast Open Shortest Path First (MOSPF)

MOSPF speci�ed in [5] is built on top of OSPF [6], a unicast link state routing

protocol, to provide multicast routing capability. Routers running MOSPF pe-

riodically collect reachability and group membership information and 
ood it in

link state packets, to compute the delivery tree. On receiving a multicast packet,

each router uses membership and topology information to calculate the shortest

path tree routed at the next hop router of the source of the packet, hence it is

source-based. If a router falls within a computed tree, it forwards the packet

over the interfaces de�ned by the calculation. Otherwise, packet is dropped.

MOSPF routers maintain a current image of the network topology through

10



the unicast OSPF routing tables. Within a subnetwork, a single MOSPF router,

denoted the Designated Router (DR), is assigned the responsibility of maintain-

ing a list of directly attached group members and communicating it to all other

routers in the OSPF area using Group-Membership Link State Advertisements

(LSAs). The DR sends a separate Group-Membership LSA for each multicast

group having one or more entities in the DR's local group database which is


ooded only within a single area.

The shortest path tree is built on demand when a router receives the �rst mul-

ticast packet for a particular <source, group> pair by using the Routers-LSAs

and Network-LSAs (see [6]) in the MOSPF link state database to construct a

source-rooted shortest-path tree using Dijkstra's algorithm. Group-Membership

LSAs are then used to prune those branches that do not lead to subnetworks con-

taining individual group members. Each MOSPF router that is in the delivery

path determines its position within the tree and creates a forwarding cache entry

containing the <source, group> pair, the upstream node, and the downstream

interfaces. The forwarding cache entry is then used to forward all subsequent

packets for the <source, group> pair and is updated only if the topology of the

OSPF internetwork changes or if there is a change in Group-Membership LSAs

indicating that distribution of individual groups has changed.

Unlike DVMRP, MOSPF does not provide support tunnels. In addition

to the scalability problems due to its source-based nature, 
ooding of group

membership and reachability information may cause a considerable increase in

link tra�c. The computation cost of the shortest path tree for each source using

methods such as Dijkstra's calculation may also be too high.
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1.3.3 Core-based Trees (CBT) Protocol

CBT protocol uses a set of pre-nominated routers called cores to establish a

shared multicast delivery tree through an explicit message protocol speci�ed in

[7] and [8]. Multicast trees for each group consist of a primary core, secondary

cores, and non-core routers. Tree construction is triggered by the receipt of an

IGMP report by a CBT capable router, which then sends a join message towards

a target core using the next hop address from the unicast routing table. The join

request is processed by all intermediate routers that mark the interface on which

the join was received as belonging to the group's delivery tree. On receipt of

a join message, the core replies with an acknowledgment (ACK) message which

traverses the reverse path of the corresponding join to the sending router. On a

subnet with multiple multicast routers, the subnet's IGMP querier is designated

the CBT-DR for joining trees on behalf of member hosts.

If before reaching the core the message comes across a router which is al-

ready on the tree, that router takes up the responsibility of acknowledging the

message. When the source router of the join message receives an ACK message,

it creates a CBT Forwarding Information Base (FIB) entry, listing the interfaces

corresponding to a particular group over which multicast packets should be for-

warded. Thus when a packet is received, it is forwarded out of all interfaces

dictated by the FIB. Figure 1.4 illustrates how an incoming packet traverses a

CBT multicast delivery tree.

CBT operates under two forwarding modes. In native mode, when a CBT

router receives a data packet, the packet may only be forwarded over outgoing

tree interfaces if and only if it has been received via a valid on-tree interface or the

packet has arrived encapsulated from a non-member. On the other hand in CBT

12
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Figure 1.4: CBT packet forwarding

mode, routers ignore all non-locally originated multicast data packets. Locally-

originated packets are forwarded native mode by the DR , TTL 1, over outgoing

member subnets for which that router is DR. Additionally, the DR encapsulates

the packets and then forwards them over all tree interfaces speci�ed in the CBT

FIB entry.

Certainly, a major disadvantage of this protocol would be the tra�c concen-

tration on the shared path since all packets for that group traverse the same

link. However, a great advantage of CBT is that it totally supports non-member

sending of multicast packets. Sources that are not members of a multicast group

encapsulate packets and then send them towards the core of the tree. If the

encapsulated packet hits the tree at an on-tree router, the packet is forwarded

as dictated by the FIB entries.
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1.3.4 Protocol Independent Multicast (PIM)

PIM, as the name suggests, builds a multicast routing tree that uses unicast

routing information independent of the particular unicast routing protocol de-

ployed. PIM operates in two modes, Dense-mode and Sparse-mode described

in [9], [10] and [11]. PIM Dense-mode (DM) is designed to work in environ-

ments where multicast group members are densely populated and bandwidth is

abundant. PIM Sparse-mode (SM) is designed to support multicast groups with

members that are sparsely distributed across many regions and bandwidth is not

necessarily widely available. The motivation for developing PIM was that ex-

isting multicast protocols are speci�cally developed for either densely populated

regions (e.g. DVMRP or MOSPF) or sparsely populated regions (e.g. CBT),

but not both.

PIM-DM uses the Reverse Path Multicasting (RPM) algorithm, but unlike

DVMRP, multicast packets are forwarded downstream until explicit prune or

truncation messages are received. The designers traded-o� packet duplication

for routing protocol independence and less overhead in building a parent/child

database as is done in DVMRP.

PIM-SM requires routers with directly attached downstream members to

join a sparse-mode distribution tree by transmitting explicit join messages to the

group's primary Rendezvous Point (RP) which acts as the root of the tree. PIM-

SM operates very much like CBT where a Designated Router (DR) upon receipt

of an IGMP group report, sends a join/prune message towards the designated RP

for the group. Each router along the path toward the RP builds a <anysource,

group> state for the group before forwarding the request. This state creates a

shared, RP-centered distribution tree that reaches all group members.

14



A major advantage of PIM is the option it provides routers to switch from

an RP-shared tree to a Shortest-Path-Tree (SPT) as soon as they start receiving

data packets from the source station. For high data rates, it makes sense for

routers with local receivers to join source-speci�c trees and prune the source's

packets o� the shared RP-centered tree. Because PIM is still an Internet draft,

there are several important issues to be resolved, for example, minimizing state

information, reducing implementation complexity, and de�ning interfaces with

other multicast protocols.

1.4 Goal: Multicasting in Hybrid Networks

Traditional multicasting on the MBONE has been used for exchanging infor-

mation between a group of users in applications such as video or audio con-

ferencing but a major hurdle in multicasting over the Internet is the potential

for high bandwidth tra�c to cause congestion in the terrestrial backbone. For

groups with many members that are sparsely distributed over a wide area, the

multicast packets would have to traverse several links before reaching all group

members, hence the potential for causing congestion. Some companies may wish

to engage in multicast conferencing applications but may have limited gateway

bandwidth to the Internet. For such users, introducing hybrid terminals within

their corporate LAN to route incoming tra�c through a satellite link would be a

way of preserving the corporate wireline gateway bandwidth for other outgoing

tra�c. Another motivation of multicasting in hybrid networks is its use in mil-

itary or medical applications, where individuals in remote areas equipped with

hybrid terminals would be able to receive critical high data rate packets.
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There are several issues to consider when extending multicast over hybrid

networks. First and foremost, a group membership protocol has to de�ned for

keeping track of group membership information in the hybrid network but this

will only be covered brie
y in Section 3.3.1. The work described in this thesis

is mainly directed towards developing asymmetric multicast routing techniques

for constructing multicast trees at remote LANs, so that all outgoing tra�c is

directed toward the corporate wireline gateway while incoming multicast tra�c

comes through a satellite link. The protocol established for this special case

(satellite-terrestrial) could then be extended to other hybrid networks.

Construction of a multicast tree gives the ability to both send and receive

multicast packets. The motivation for multicasting is to support high data

rate applications such as video conferencing. In hybrid networks where there is

limited bandwidth on the uplink, it is impossible to support such applications.

Hence, use of the asymmetric nature of hybrid networks for multicasting data

makes sense only on the receiving end. Thus what we are doing, in e�ect, is con-

strained multicasting where hybrid hosts take advantage of the high bandwidth

downlink to receive packets, but are restricted to sending only low data rate voice

and data packets which can tolerate the degradation of quality.

One of the biggest challenges faced is that the asymmetric nature of traf-

�c, out through the Corporate LAN and in through a satellite receiver, creates

the potential for the formation of loops, breaking the concept of tree construc-

tion completely. Further complications could arise at a multi-homed (multiple

routers) local LAN with a hybrid host particularly when more than one router are

multicast capable because this would make construction of an internal delivery

tree di�cult. Generally, Internet routing protocols were developed assuming bi-
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directional and symmetric links. and may no longer work in the uni-directional

environment. For example, routers on the receiving end of a uni-directional link

have no means of announcing routes to feeds at the source of link because they

cannot communicate directly with them. A subcommittee, the Uni-Directional

Link Routing (UDLR) working group, has been formed at the Internet Engineer-

ing Task Force (IEFT) to �nd solutions for dynamic routing problems caused by

uni-directional links. The UDLR working group currently focuses on support of

alternative uni-directional links on top of a bi-directional internetwork. There

are currently two proposed approaches that address this problem. One is based

on the modi�cation of the common routing protocols to support uni-directional

links. The other one proposes adding a layer between the network interface

and the routing software to emulate bi-directional links through tunnels. Both

approaches are being studied in order to come up with a solution for dynamic

routing in the presence of uni-directional links.

The main objective of this thesis is to develop a system-level design of a

multicast routing protocol that would allow hybrid hosts in hybrid satellite-

terrestrial networks to dynamically receive multicast packets. The rest of the

work is structured as follows: chapter 2 describes the Systems Design Process

employed in developing the protocol including the requirements engineering and

the preliminary design; chapter 3 takes a closer look at the protocol design;

chapter 4 analyses and evaluates the performance of the proposed protocols

using mathematical and simulation techniques; and chapter 5 summarizes work

done in this thesis and suggests further studies to be done.
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Chapter 2

Systems Design Process

2.1 Systems Engineering Approach

In developing a multicast protocol design for hybrid networks, the systems

engineering approach, which emphasizes the translation of a system's needs to a

set of formally written requirements and speci�cations for system performance

and con�guration, was taken. With the requirements that glue the system in

place, the next step would be the use of systems analysis techniques to under-

stand the structural, dynamic and functional relationships within the system's

domain. The �nal and crucial step is to identify a high level systems engineering

development model which describes the expected evolution and management of

the system.

The system engineering life cycle outlines six phases to be followed in any

system design process.

Phase 1, Requirements Engineering: involves identifying the requirements

that must be met to achieve the goals of the system. The challenge is to identify

the requirement drivers that are important in the �nal design of the system and
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focus on those �rst.

Phase 2, System Design: identi�es the functions that implement the system

and come up with an architecture to develop the system. This includes the design

of subsystems and the relationship among them as well as systems speci�cation

and modeling

Phase 3, Detailed Design: designs the individual components and modules

that will implement the top-level-speci�cations. Each module should have a

well-de�ned purpose and meaning, and should be weakly coupled with other

modules.

Phase 4, System Integration: involves assembling the modules of the sys-

tem in a fashion that ensures that the design requirements are met.

Phase 5, System Veri�cation and Optimization: testing to ensure that

the system is performing well. Optimization tools can be used to enhance system

performance.

Phase 6, System Validation: veri�es that the �nal system is working ac-

cording to the initial design and requirements speci�cations de�ned in phase 1.

2.2 Protocol Design Process

The design goal is to come up with a multicast protocol that can be imple-

mented to allow hybrid hosts on hybrid satellite-wireline networks to receive

multicast packets. One of the major design constraints is that the hybrid system
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architecture is already in place and hence the design should eliminate or at least

minimize changes to the current architecture. Furthermore, since hybrid hosts

should be able to send or receive multicast packets to or from other hosts on the

MBONE, the routing protocol developed should be adherent to Internet rout-

ing standards. It is therefore crucial that we reuse as much as possible existing

routing protocol modules.

The reuse and modi�cation of existing modules and components readily lends

itself to the bottoms-up approach in system design and object-oriented life cycle

modeling. Unlike the traditional top-down model which begins with a high-

level design and works its way down to subsystems and modules, the bottoms-

up approach begins with the low level modules and subsystems and tries to

combine them into higher level entities. The object-oriented approach aims to

provide a seamless process between di�erent stages of the life cycle by delaying

component implementation and speci�cation until a much later stage of the

development process. The key goal of object-oriented modeling is to develop a

knowledge-based library containing reusable and pluggable components using an

iterative approach as illustrated in Figure 2.1. This would be very relevant in

our design since the protocol developed would go through many �ne tuning and

enhancement stages.

2.3 Requirements Engineering

The most important phase of the systems engineering life cycle is the require-

ments engineering phase. The term \requirements driven development" is gen-

erally used to highlight the central role requirements play in all design activities
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Figure 2.1: Object Oriented Life Cycle Approach.

including development, production, and testing. More formally, requirements

engineering has been de�ned in the following ways:

A process in which \what is to be done" is elicited, modeled, and com-

municated. The process has to deal with the di�erent view points,

and it uses combination of methods and tools. The product of this

process is a model from which a document, usually a requirement

de�nition, is produced.

A discipline for development of a complete, consistent, unambigu-

ous speci�cation - among all parties concerned - describing what the

system or product will do.

In accordance with the requirements engineering process, all the requirements

important in the design of a multicast protocol for hybrid networks are identi�ed

so that they can be traced down in the �nal system using validation techniques.

The protocol should satisfy the following requirements:
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� enable \at least once" delivery of a multicast packet to all hybrid hosts

that are group members

� allow both hybrid and terrestrial hosts on the hybrid network to be sources

or recipients of multicast packets

� allow dynamic adds and joins of hybrid hosts to a multicast group

� construct a true multicast delivery tree that is free from loops

� not introduce signi�cant additional delays to the routing of packets (uni-

cast) to hybrid hosts

� introduce signi�cant bandwidth savings in corporate wireline gateway

� be scalable as the number of hybrid hosts increases

Before proceeding to the design phase, it is essential that the design con-

straints be identi�ed. Because a system architecture is already in place for hybrid

network under consideration, any implementation of the protocol should require

minimal or no changes to the current system and should not a�ect performance

of other functions. Furthermore, since source of multicast packets may be any

host on the Internet, which may support other multicast routing protocol, the

protocol developed should require changes to only routers responsible for direct

delivery of multicast packets to hybrid hosts and not to other routers or hosts.

2.4 Preliminary Design

In this stage of the design process, the current hybrid system architecture de-

signed for Internet Access in satellite-terrestrial hybrid networks de�ned in [12]
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and [13], was carefully studied in order to identify the design drivers of our sys-

tem. In the former, all packets from the hybrid hosts are tunneled using IP-IP

encapsulation through a SLIP provider to a Hybrid Gateway where packets are

decapsulated and routed to their �nal destination. Packets destined for Hybrid

Hosts (HHs) are intercepted by the Hybrid Gateway (HGW) and encapsulated

in a special packet format and sent over Ethernet to the Satellite Gateway for

broadcasting over the satellite link. The driver in the HH scans all packets

broadcast over satellite for packets addressed to it, removes the satellite header

and sends them to the TCP/IP stack through a SLIP driver.

For this system to support multicasting, additional modules need to be added

to both the HGW and HH. These modules would be directly responsible for ad-

ministering multicast related functions such as keeping track of group member-

ship and routing of packets to group members. Since one of the design require-

ments is scalability, the protocol should be able to support large number of HH

group members in di�erent multicast groups. A major concern in protocol devel-

opment is reducing tra�c overhead when the size of network increases. Hence,

our design should minimize as much as possible, the messaging tra�c so as to

avoid congestion or over
ow at the HGW where all tra�c is routed through. At

the same time, the protocol should maintain enough state information to guar-

antee \at least once delivery" of multicast packets to every HH group member.

Another design parameter is the tra�c patterns of data. This kind of network

is expected to support multicast sessions that generate both \bulky tra�c" and

\short-length" patterns which may have a time constraint or may not tolerate

packet losses.
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Chapter 3

Protocol Design

3.1 Protocol Architecture

During the protocol design process, we emphasized the need to adopt the

object-oriented systems engineering approach which would allow us to reuse as

much as possible existing designs. In the preliminary design, the two major fun-

tional modules, group membership and routing modules, were identi�ed. There-

fore, it makes sense to study the terrestrial conterparts of these modules to see if

they can be modi�ed to suit our hybrid design. The system de�nition proposed

in this thesis for extending multicast protocols hybrid networks uses a modi-

�ed version of CBT, hereafter referred to as Hybrid Core-based Trees (HCBT),

and assumes the architecture model described in [12] and [13] for hybrid Inter-

net Access. In addition, HCBT architecture assumes the scenario illustrated in

Figure 3.1 where we have:

� N users that want to form a multicast group

� Out of these N users, H are static HHs and (N-H) are terrestrial users on

the MBONE
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Figure 3.1: Diagram illustrating the HCBT architecture.

� Out of the H Hybrid Hosts, L are attached on LANs and (H-L) are \stand-

alone" hybrid hosts. Note that the LANs also have terrestrial (wireline)

access to the MBONE.

� The HHs attached on LANs may be responsible for forwarding packets to

other users on the LAN.

� A modi�ed version of IGMP described in Section 3.3.1 is running between

the HHs and the gateway

For our system, we de�ne two types of tra�c, low-data rate or \short length"

tra�c (e.g. audio, web browsing), and high-data rate or \bulky" tra�c (e.g.

video, images, books). All tra�c below a certain threshold, T (bits/sec), is con-

sidered low-data rate tra�c and all tra�c with above T rate is considered high-
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data rate. Likewise, all tra�c beyond size, S (bits), is considered \bulky", other-

wise it considered \short length". An intelligient routing scheme will be deployed

that routes high data rate or \bulky" tra�c through satellite and low data rate

or \short length" tra�c through the terrestrial network.

We are proposing that all HHs be required to join multicast trees through a

Multicast Hybrid Gateway (MHGW) which is analogous to the Hybrid Gateway

in hybrid Internet access architecture. It is assumed that the MHGW would be

the IGMP querier for all HHs and is thus aware of group membership information

of HHs. Necessarily, all multicast tra�c to and from the HHs is routed through

MHGW. When packets are multicast to a group with HH members, the MHGW

would observe the data rate to determine whether to send them terrestrially or

via satellite to HHs. If the latter is required, the packets are put on the satellite

interface for broadcasting to the HHs.

Since packets put on satellite are broadcast and would be available to every-

one, some authentication mechanism need to be established to allow only HHs

that are members of the group to receive multicast packets. Therefore some \key

sending process" needs to be included in the IGMP version for Hybrid Networks

so that when a HH registers with the MHGW to be a member of a multicast

group, the MHGW sends it a \special key" to be used for receiving messages.

The alternative to this is for the MHGW to keep track of all group members and

unicast a copy of the message to each of them, which obviously wastes satellite

downlink bandwidth.

The HHs that are attached on LANs would have an extra responsibility of

forwarding multicast packets to and from other hosts attached on the LAN.

Therefore, in addition, these HHs would run a proxy to enable them to act as a
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multicast router for the LAN.

The system architecture de�ned raises a lot of interesting issues to be ad-

dressed. Let us suppose that a group of multicast users are having an audio

conference terrestrially (wireline) and in the middle of the conference, a user de-

cides to multicast an image to others. The users equipped with hybrid terminals

would be receiving this image through their satellite link instead. Therefore, it

is important that certain performance issues, such as which link will act as a

bottle neck to the conferencing, be carefully studied. Another interesting ques-

tion is determining how many HHs can be served by a MHGW with minimal

delay because there is the potential for congestion since all multicast tra�c is

routed through the MHGW.

3.2 Motivation for using CBT

In considering a routing protocol to be used for multicasting in hybrid net-

works, one has to carefully look at the issues unique to this type of network

and make use of its asymmetric nature to minimize the overhead introduced by

routing. The best approach would be to modify an existing routing protocol to

accommodate hybrid networks since this would ensure changes are only made

on gateways to HHs. As previously mentioned, the most predominant multicast

routing protocol is DVMRP. However, the assymetric nature of tra�c in hybrid

networks almost eliminates using any distance-vector-based protocol which only

forwards multicast packets if they arrived over interfaces used to reach the source

of a packet. Thus, if a HH is the source of a packet, the hybrid gateway would

not forward it to other hosts since the packet arrived on a di�erent interface

27



(e.g. terrestrial) from the one used to reach the source (e.g.satellite interface).

MOSPF was also eliminated since it uses a 
ooding based scheme and has high

SPT computational costs, thus limiting its use on the Internet. PIM was not

considered as an option because of the implementation complexities involved in

switching between its two modes of operation. Even though implementation

of CBT has not been completed, ongoing work shows that its merits, outlined

below make it well-suited for hybrid networks.

Non-Member Multicast Source: One of CBTs' attractive features is sup-

port of non-member sending, which makes it the best choice for resource dis-

covery applications. Data driven protocols such as DVMRP and PIM dense

mode are less suitable for such applications since a group forwarding state is

established as data 
ows in all routers from point of source. On the other hand,

routers in between a non-member sender and the corresponding CBT delivery

tree incur no group-speci�c overhead for forwarding that sender's multicast data

packets; these are encapsulated by the sender's local CBT router and unicast to

one of the group's core routers. The core would then decapsulate packets and

distribute them over the corresponding delivery tree.

Minimal Delay: The asymmetric nature of tra�c has been a major moti-

vating factor in the development of hybrid networks as a means of preserving

wireline corporate Internet bandwidth for other outgoing tra�c. In the case of

satellite broadcast for incoming tra�c, delay incurred at the satellite link could

be signi�cant. The CBT architecture that routes all multicast tra�c towards

the cores of the distribution tree suggests that by careful selection of cores, we

can minimize delay incurred in CBT trees.
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Scalability: Current multicast routing schemes such as DVMRP, MOSPF,

PIM dense mode employ some sort of source-based routing where a multicast

tree is constructed per source per group. This type of architecture works well

when multicast tra�c is densely populated in a region. However, in hybrid

networks that mostly span wide areas sparsely, CBT which was designed to

suit low tra�c distribution areas would work better since there is less protocol

messaging overhead involved. Moreover, since only one shared tree is built per

group, the number on entries in the CBT routing table is exactly the same as the

number of groups thereby providing a considerable reduction in storage space

required. It would also be easier to construct the FIB table since each group's

members are attached to the same satellite interface.

Interoperability: The CBT operation mode which assumes a region is het-

erogeneous with routers using di�erent protocols, as is typical of WANs, makes

it possible for multicast packets to traverse regions that are not CBT capable.

This facilitates Inter-Area routings and compliments the interoperability with

other protocols. Already the interoperability of CBT with DVMRP has been

de�ned in [14].

Routing Protocol Independence: Most of existing multicast routing pro-

tocols depend on the underlying unicast routing protocol used. For example,

DVMRP is based on RIP while MOSPF only runs on networks running OSPF.

Because of the spontainety of applications of multicasting such as conferencing,

a server multicasting video packets to hybrid hosts may belong to a network

running a di�erent routing protocol. Hence CBT which builds its multicast tree

independent of unicast routing protocol would be at an advantage
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3.3 Protocol Speci�cations

For the HCBT architecture proposed in Section 3.1, all routing of multicast

packets to and from hybrid terminals is done through the MHGW. To make this

possible, modi�cations would have to be done on both the HHs and the MHGW.

The HHs would run a modi�ed version of IGMP to enable the MHGW to

learn group membership. In addition, those HHs that act as routers for mem-

bers on their LANs would have to run a proxy to enable them to act as a

\semi-querier" for the LAN and forward membership information to the MHGW.

Furthermore, these special HHs would be responsible for multicasting received

packets to member hosts on their LAN (either through broadcasting, say on

Ethernet, or some other multicasting scheme).

The MHGW has to be CBT capable in order to join the corresponding multi-

cast trees on behalf of the HHs. As speci�ed by CBT, the group joining process

will be triggered by the receipt of an IGMP message for a multicast group. The

MHGW would then send a join message towards the target core as speci�ed in

[8] for attachment to the multicast tree. After receiving an acknowledgment mes-

sage, the HCBT module would include in its Forwarding Information Database

(FIB), an entry corresponding to the tree joined. Since the IGMP message ar-

rives over a di�erent interface from the one where multicast packets have to be

forwarded (the satellite interface), slight modi�cations have to be made to the

way CBT operates to ensure that the correct entry is put in the FIB.

The elegance in the proposed architecture would lie in its capability to do

intelligent routing based on tra�c type. To support this feature, the MHGW

will have to implement a switching mechanism that routes high data rate packets

through satellite and low data rate packets through terrestrial wireline links. In

30



e�ect, this would be equivalent to maintaining two separate multicast delivery

trees. A simple solution would be to have the MHGW encapsulate all low data

rate packets and unicast them to the HHs but obviously this is resource wasteful.

When the MHGW receives a multicast packet, it would consult its multicast

routing table to determine the interfaces out of which packets have to be for-

warded. If data rate warrants, it would forward packets to the satellite interface

for broadcasting. The HHs would receive packets by listening to the channel for

multicast packets sent using a scheme similar to Ethernet multicasting where a

mapping is de�ned between an IP multicast address and the HHs' adapter ad-

dresses. Because broadcast packets would be available to all HHs, the MHGW

would have to run some authentication scheme to allow only registered group

members to receive packets. The authentication mechanism could be included

in the IGMP messaging process so that once multicast trees are joined, all the

necessary information to send and receive packets is available to HHs.

To establish a reliable multicast delivery mechanism that guarantees \at least

once" delivery of multicast packets, MHGWwould keep a copy of all packets until

an acknowledgment is received from all HHs. Hence, the MHGW would have

to keep track of all HHs members for each group. However, this deviates from

traditional IP multicast schemes (IGMP) where multicast routers only keep track

of group membership information on their attached networks and not individual

members of each group.

3.3.1 Group Membership Protocol

IGMP (discussed in section 1.2.1) , used by multicast routers to learn about

group membership information on their local subnet, is ill-suited for satellite-
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terrestrial hybrid network considered in this thesis because some of the assump-

tions made may no longer hold for this scenario. IGMP speci�cally assumes that

all hosts within a local subnetwork can hear each other and that routers need

not keep track of individual members of each group. In our scenario, HHs form

a virtual subnetwork with the MHGW as their gateway. However, HHs have no

direct link with each other since the satellite link is uni-directional. Therefore,

certain modi�cations have to be done to IGMP before it can be used.

IGMP speci�es that a Querier router on the subnetwork periodically (about

every 1 second) send a general Query to all hosts on their attached LAN to

determine group membership information for a each group with directly attached

group members. When a host that is a member of the group hears the Query, it

sets a random delay timer for each group of which it is a member. When a group's

timer expires before a another host's report is received, the host broadcasts a

membership report on the local subnetwork. If a local host receives another

host's report while it has a timer running, it stops its timer and suppresses the

report it was about to send. In the hybrid network considered, the only logical

choice for the Querier is the MHGW. However, if IGMP is used as speci�ed,

the HHs within the MHGW's logical subnet would not hear each others' group

report since tra�c to the MHGW is sent via a terrestrial link and hence would

not be able to suppress their own reports. This would lead to an undesirable


ooding e�ect of messages to the MHGW from a HH once a query is issued. The

trivial solution would be to have the MHGW broadcast reports received from

HHs on the satellite link so that other HHs could hear them. This would involve

increasing the random timer delay to account for the time it takes for a report

to reach the MHGW and be broadcast.
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If reliable multicast delivery is desired and HHs are allowed to suppress their

group membership reports, then the MHGW would not have information on

the individual membership information of each group, and hence would not be

able to guarantee delivery of packets to hosts. In this case, it would be better to

remove the query option from IGMP and have all HHs send a membership report

to the MHGW when they join or leave a group. To cover the case of lost packets,

the report should be duplicated if an acknowledgment is not received within a

speci�ed delay timer. This method would cause problems during startup or end

of a multicast session when all HHs try to join or leave group because the MHGW

would be 
ooded with group messages. Therefore this technique is only suitable

for groups with a small number of HH members.

On the other hand, if reliability is not desired, the MHGW can still forward

reports over the satellite link so that other HHs may suppress their reports.

Query-Requests need not be sent since Leave-Reports would also be broadcast.

Hence if a Leave-R-eport is heard by a HH for a group it is still a member of,

it sends another Join-Report to the MHGW after its delay timer for that group

expires before it receives a Join-Report from another HH.

3.3.2 HCBT Subsystems

Before proceeding with our design speci�cations, several simplifying assump-

tions are made that introduce some level of abstraction so that details not im-

mediately essential are delayed until needed. As we proceed, our model would

be validated to determine how close it is to the design requirements, and new

subsystems added so that the whole abstraction process is re-iterated. We con-

sider the special case of the HCBT architecture illustrated in Figure 3.2 where:
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Figure 3.2: Simpli�ed HCBT architecture.

� there are only \stand-alone" HHs, i.e. HHs are not attached on LANs

where they are responsible for routing multicast packets to other terrestrial

members.

� there is no intelligent routing at each HH, i.e. there is no di�erentiation

among the di�erent tra�c types. Hence, all tra�c from HHs goes out

terrestrially and all incoming tra�c is routed on satellite.

� all HHs that are multicast sources only send low data rate tra�c.

� there is only one hybrid gateway serving all HHs.
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Multicast Hybrid Gateway Subsystem.

Supporting multicasting in the architecture shown above requires implement-

ing three new modules at the hybrid gateway; an IGMP module, a Multicast

Database (MDB) module, and a Hybrid CBT router module (HCBT).

The IGMP module would run a modi�ed version of IGMP and would be

responsible for keeping track of group membership information of the HHs. It

would query the HHs to determine which HHs are members of multicast groups.

When it receives a group membership report from a HH, it would query the MDB

to determine whether it has already joined the corresponding tree for that group.

Once the corresponding tree has been joined, it would run an authentication

process to authorize HHs to receive multicast packets.

The MDB module would maintain and manage a local database of trees

joined by the MHGW. It would consist of entries denoting which multicast trees

have been joined. Furthermore, for reliable \at least once" delivery of packets,

this table will keep track of all hosts that are members of each group. The

MHGW will keep a copy of all packets until they are acknowledged by all HHs

in the group. It is necessary to separate this module from the HCBT module

which contains a FIB with the same information because as we drop some of the

assumptions made, it may be necessary to maintain more state information.

The HCBT module will run a CBT router function that enables the MHGW

to join multicast trees on behalf of the HHs. It will be responsible for sending

join messages towards the core of the tree and routing multicast packets to and

from HHs.

On receipt of a IGMP report, the IGMPmodule will consult the MDBmodule

to determine if it has already joined the corresponding tree of that group for the
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Figure 3.3: HCBT Tree Joining Process.

HGW responsible for the HH. If not, it will inform the HCBT router module of

its intention to join the tree. The HCBT module would then send a join message

towards the target core as speci�ed in [8] for attachment to the multicast tree.

After receiving an acknowledgment message, the HCBT module would include in

its Forwarding Information Database (FIB), an entry corresponding to the tree

joined and an entry will be added to the MDB specifying the HH as belonging

to that group. It should be noted that the IGMP report arrives over a di�erent

interface than one where multicast packets are to be forwarded. Therefore, it

would be necessary to modify CBT to include the correct interface to which the

packet has to be sent. A timing diagram for the tree joining process is shown in

Figure 3.3.

When the HCBT module receives a multicast packet, it would use the FIB
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information to forward it over the satellite interface if there are HH group mem-

bers. It would also encapsulate a copy of the packet and send it CBT mode to

other interfaces as speci�ed in the FIB since other CBT capable routers on the

MBONE could join the delivery tree through it. Because the MHGW will need

to keep a copy of all multicast packets until acknowledgment is received from all

HH group members, a good bu�ering management scheme has to be devised.

Security has been of growing concern especially for multicast applications

because it becomes relatively more di�cult to distribute group keys to each of

the group's receivers than to authenticate a session of a single source and des-

tination. A scalable multicast distribution key has been described in [15] which

uses CBT to establish secure multicast groups. The solution allows multicast

routers to become Group Key Distribution Centers (GKDCs) after receiving a

CBT Join ACK to become part of a multicast tree. Thereafter, the GKDCs are

responsible for distributing group keys and key encrypting keys to group mem-

bers on attached subnetworks. Therefore, we could have the MHGW act as the

GKDCS for all HH group members and provide them with authentication keys.

Because the keys would be broadcast on satellite, maintaining con�dentiality

would be di�cult and extra precautions such as encryption techniques would

need to be taken to ensure that only HH members receive packets.

Hybrid Host Subsystem

There are several functions that need to be implemented in the HH for it

to support multicasting. The HH must run an IGMP module that allows it

to listen for IGMP queries on its satellite interface and respond (send group

reports) using its terrestrial interface. The HH has to be level 2 compliant with
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IGMP to be able to both send and receive multicast packets. A mapping has

to be de�ned between its satellite IP address and its adapter card to be able to

forward packets destined for it up the TCP/IP stack. The host must be able to

cache the keys sent to it by the MHGW during authentication so that it could

be used for future multicast tra�c.

When a HH wishes to be a member of a group, it sends a group membership

report on its terrestrial link to the MHGW. The MHGW will then construct a

delivery tree if needed, add the HH in the MDB, and then unicast an authenti-

cation key to the HH. The HH then listens on the satellite interface for packets

destined for that group. When it receives packets, it sends acknowledgments to

the MHGW via its terrestrial link.

It is important to note that as HHs join or leave groups, new keys may be

broadcast by the MHGW. Therefore, a process running on the HH would need

to renew keys for the HH. This process may need to periodically compare the

checksum of its current key to that broadcast on satellite. If they are di�erent,

then it should trigger a request for new keys from the MHGW to be sent via

unicast to prevent other non-member HHs from receiving key.

The multicast packets are broadcast to the HHs similar to the way multicast

packets are sent to hosts attached to an Ethernet LAN. Hence, one way of

receiving the multicast packets would be to make the HH physical interface

(adapter) act like a single Ethernet link for the sake of carrying a multicast

address. To achieve this, a socket has to be opened through which the relay

application running on top of TCP or UDP can receive multicast packets. In

the only hybrid Internet access product, DirecPC, developed by Hughes Network

Systems for Windows using the architecture described in [13], there is a \special"
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Figure 3.4: Flow control in the Hybrid Host

SLIP driver in the HH that communicates with the two physical networks to

make the TCP/IP package believe that is connected to an Ethernet card when

it is actually connected to a satellite dish and modem. A hybrid control daemon

manages the 
ow of data between this special driver and a BIC driver. The

BIC driver does all the call handling by scanning all packets transmitted over

the satellite channel for one with a header corresponding to the IP address of

the satellite interface. In addition, the BIC driver performs some error detection

and correction on the packet and bu�ers the received packet before passing it to

the special driver. Similarly for our system, the BIC driver call handler can be

modi�ed to support raw sockets and �lter out UDP or TCP packets destined for

multicast groups that relay applications have joined. Figure 3.4 shows the 
ow

control in the HH subsystem.
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When a HH is the source of multicast tra�c, packets are encapsulated through

the terrestrial tunnel to the MHGW. At the MHGW, they are decapsulated

revealing their true multicast address destination and routed to other group

members according to the distribution tree of the group. If group membership

includes other HHs, the packets are also broadcast on satellite. Hence, additional

�ltering has to be done by the BIC driver to discard packets with HH address

as the source.

3.4 Multiple MHGWs

With all multicast tra�c to and from HHs routed through the MHGW, it

is inevitable that there would be tra�c congestion problems as the number of

HH group members grow. Fortunately, provision has already been made in the

current hybrid Internet access architecture to support multiple hybrid gateways

(HGW) where each subnet of HHs are represented by di�erent hybrid gateways.

Packets to and from HH are routed �rst to the hybrid LAN gateway which

broadcast it on the Ethernet LAN connecting all HGWs. The HGW takes up

all routing tasks for all packets to and from HHs on its subnetwork.

To project this scenario to the multicasting case, the MHGW could be im-

plemented at the HGW with one of the HGWs designated as the IGMP querier

(DR-MHGW) responsible for joining multicast trees. When a HGW receives an

IGMP group report from a HH, it will include the HH in its MDB module and

broadcast a copy of the report on the LAN. The IGMP Querier will pick up

the report and consult its FIB to determine if it has already joined the corre-

sponding delivery tree. If not, it will trigger its HCBT module to send a join
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message towards the core of the tree as speci�ed in section 3.3.2. Similarly, when

a multicast packet arrives, the DR-MHGW will broadcast it on the LAN and

forward a copy over all interfaces (including satellite interfaces) as dictated by

its FIB. All MHGWs with group members will bu�er a copy until acknowledg-

ment are received from all group members on its subnet. HHs with errored or

missed packets will request their MHGW for retransmission of packets. This will

signi�cantly reduce the bu�ering management complexity at the MHGW. Also,

since the DR-MHGW will be the only one attached to the delivery tree, all other

MHGWs need not run a HCBT module.

3.5 Core Selection and Migration

A major problem of CBTs is that shared trees built incur a high tra�c concen-

tration on the shared path. Furthermore, the tree built is not always the shortest

path tree.. It is believed that strategic core placement would help eliminate these

problems completely. This would require developing core migration techniques

that allow the dynamic transition from an initial CBT tree constructed around

a pre-con�gured set of cores to another tree with di�erent set of cores. The

authors of CBT have not completely solved the core placement or core adver-

tisement problem, but have de�ned a dynamic source migration mechanism in

the appendix of [8]. This strategy allows a CBT tree to dynamically recon�gure

itself around the source's local CBT router to emulate a shortest path tree.

The network architecture assumed for this solution routes all multicast traf-

�c to and from hybrid hosts through the MHGW. As suggested in Section 3.2,

this compliments the CBT design that routes multicast tra�c along a shared
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tree towards core. A lot of research has been done on determining core selec-

tion methods for multicast routing and how it a�ects performance in [16], [17],

and [18]. Speci�cally, three performance criteria, bandwidth, delay, and tra�c

concentration, are considered to investigate the e�ect core choice has on them.

In their evaluation, the authors of [16] considered instances of three di�erent

types of scenarios, re
ecting distributions and numbers of sources and receivers.

An \All Receivers Sources" scenario modeled applications such as video con-

ferencing where receivers are distributed randomly throughout the network and

a user is both a source and a receiver. \Single Source, Distributed Receivers"

covered applications such as a video broadcast of a lecture or meeting where

most members are receivers. Finally, \Localized Receivers" modeled distributed

resource discovery applications where sources (clients) are randomly distributed

and request information from receivers (servers) via multicast. In addition,

core selection methods were classi�ed into one of the following categories in

increasing order of information required about the network: arbitrary, random,

topology-based, or group-based, where arbitrary requires no information about

the network and group-based requires information on both network topology

and location of nodes. From the studies in [16] and [17] it was established that

the best performance - maximum bandwidth improvement and minimum delay

degradation is obtained from a core chosen based on both the network topology

and location of nodes (receivers), although the improvement was not signi�cant

for certain distribution scenarios. Furthermore, it was established that the core

should be the center of the portion of the shortest path trees that spans all group

members and sources.

Tra�c distribution in hybrid networks can be best modeled by a \single

42



source, distributed receivers" since it was developed based on the assumption

that tra�c is asymmetric with most users receiving much more than they are

sending. Hence, multicast applications in hybrid networks would mostly be

of video broadcasting nature. Since in the HCBT architecture described, the

MHGW is responsible for routing of all multicast packets, it acts as a source to

the HHs and the rest of the multicast network is hidden from the hosts. On the

other hand, CBT mode allows users to unicast all multicast packet towards the

core of the group using encapsulation. Once the packet reaches the core, it is

decapsulated and forwarded out of all outgoing interfaces. Therefore, to emulate

the shortest path tree and minimize delay for HHs, it makes sense to select the

MHGW as a core for all groups joined. The MHGW could be con�gured to be a

core for all groups joined. Alternatively, since dynamic core migration has been

speci�ed in [8], the MHGW could be con�gured to trigger a core migration to

itself after it joins a tree for a group. The disadvantage of making the MHGW a

core is that additional processing power may be required to process CBT protocol

messaging. Introducing multiple cores would keep this to a minimum and would

also reduce the tra�c concentration problems inherent in shared links.
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Chapter 4

Analysis and Evaluation

4.1 Performance Metrics of Multicast

Protocols

To evaluate performance of a multicast protocol, several indicators are used

to see how well the protocol performs under di�erent scenarios. For dynamic

multicast routing, it is important to determine the latency involved in joining

the multicast group, from the time the request is sent by a host to the time the

�rst multicast packet is received. It is desirable that this latency be kept to a

minimum.

However, the main performance metric used is the time it takes for each

member of the group to receive packets sent, i.e. transfer time. The transfer

time depends on the throughput of the multicast session which in turn depends

on both the available bandwidth and the probability of packet loss. Thus reduc-

ing the transfer time involves using a congestion control scheme to ensure that

available bandwidth is not exceeded, and at the same time controlling packet

loss in the delivery path. In order to control packet loss, it is essential to �rst
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understand the underlying process and identify the source of losses so that the

appropriate error control measures can be taken. Packet loss can be due to

transmission or switching errors and bu�er over
ows at routers and hosts. A

lot of studies have been done to determine packet loss correlation in multicast

networks, and in [19], it was shown that losses on the MBONE are in fact \tem-

porally" correlated, i.e., most losses occur at receivers and routers and not on

links.

Topology of the multicast distribution tree also a�ects the packet loss char-

acteristics and consequently, the transfer time. Mishra et. al. in [20], a study

done to evaluate the e�ects of topology on reliable multicast routing, conclude

that as a general rule, a topology which increases \fanout" of the distribution

tree performs better in the asymptotic case.

Tra�c concentration on the links in the distribution tree is also used as a

performance indicator. Multicast routing protocols that construct shared trees

experience a higher concentration when compared to source-based trees [17].

Path cost in terms of the the number of links transversed when delivering a

packets to all group members also gives a good estimate of the bandwidth used.

Other metrics used include overhead tra�c of protocol, scalability, and protocol

algorithmic complexity.

Because of the high-delay satellite link involved, the most important, metric

for the protocol proposed in this thesis is the transfer delay in delivering multicast

packets to all hybrid hosts since the remainder of the delivery path is terrestrial.

We will assume when estimating the delay in subsequent sections that packet

losses on the satellite link are insigni�cant and that most losses occurs at the

hybrid host receivers due to over
ow of bu�ers. This is actually quite close
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to reality because most current and future satellite systems incorporate strong

Forward Error Correction (FEC) protection so that up to a certain signal-to-

noise ratio (SNR), the satellite channel can be modeled as an on-o� switch.

4.2 Tra�c Model of MHGW

IP multicast applications on the MBONE are implemented above the UDP

layer which does not guarantee delivery of packets to all group members. Relia-

bility is generally introduced in the application layer which takes up the respon-

sibility of requesting for lost or errored packets.

For our hybrid multicast system, reliable delivery is an essential feature since

most of the group recipients are HHs and packets are transmitted over a satellite

link with high delay. Therefore, it becomes necessary for the MHGW to take up

the responsibility of ensuring reliable delivery of packets to the HHs since the

round-trip-time would be signi�cant if the HH has to acknowledge each packet

back to source. This approach has been taken by reliable multicast protocols

such as Reliable Multicast Transport Protocol (RMTP) [21], which aggregates

group members and assigns select nodes in delivery tree the responsibility of

assuring reliable delivery of packets to downstream nodes.

As mentioned in Section 3.3, the MHGW will bu�er a copy of all multicast

packets destined for group until they are delivered to all group members. There-

fore for each multicast session, two queues are maintained at the MHGW, one

for forwarded packets and another for bu�ered copies. Figure 4.1 shows the

tra�c model for delivery of packets to the HHs. The notation used is given in

Table 4.1.
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Figure 4.1: Tra�c Model of MHGW.

�i = arrival rate for group Gi

� = arrival rate at the satellite gateway

�F = service rate for packets destined for HH

�R = service rate for retransmission packets

� = service rate of packets at satellite gateway

Table 4.1: Notation for MHGW Tra�c Model.

When a HH group member receives a packet it sends an ACK message back

to the MHGW. There are two generic acknowledgment schemes currently used

to inform sources about the status of lost packets. ACK based schemes send in-

formation about packets correctly received while NACK based schemes messages

are sent only when packets have been lost. Even though NACK based schemes

generate a lesser amount of tra�c, they do not guarantee reliability since in some

situations, the sender may not be aware of lost packets. For complete reliability

most systems employ block based ACK schemes where blocks of packets rather
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Pi = percentage of packets missed by at least one group member Gi

PMi = percentage of packets missed by MHGW from source for group i

�i = service rate for all packets destined for HH

Table 4.2: Notation for Alternative MHGW Tra�c Model.

than individual packets are acknowledged by the receiver.

Once an ACK packet is received from all HH that are group members, the

copy of the packet in the retransmission queue is discarded. If a packet is missed,

it is retransmitted back to the group. Hence, the service rate of the retransmis-

sion queue, �R, depends on the packets requiring retransmission which in this

case depends on the probability of bu�er over
ow. Alternatively, for each group,

a single queue could be maintained but with di�erent arrival rates for new pack-

ets and missed packets. It is assumed that any missed packet is transmitted

back to the entire group and not to individual hosts . The arrival rate of missed

packets would then depend on the percentage of missed packets by at least one

member of the group. Figure 4.2 shows the new tra�c model with the additional

notation given in Table 4.2

It is obvious that there is high correlation between the various processes in

the MHGW. Therefore, it may be di�cult to do a precise queuing analysis.

Instead, a steady state analysis could be done. Suppose we assume an M/M/1

queuing model, even though we do not have Poisson arrivals for all nodes (since

there is feedback), it is still possible to obtain a product form solution for

this model network.

The 
ow balance equations obtained are:

�i = �Fi + Pi�
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� =
nX

i=1

(�i(1� PMi))

Therefore

� =

nX

i=1

(�Fi(1� PMi))

1�
nX

i=1

(Pi(1� PMi))

�i = �Fi + Pi

nX

i=1

(�Fi(1� PMi))

1�
nX

i=1

(Pi(1� PMi))

The state of the system is given by

S(n1; :::ni) = (1� �)�n
nY

i=1

(1� �i)�
ni
i

where �i =
�i
�i

The expected length and waiting time for each queue are given respectively
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by

E[Xi] =
�i

1� �i

E[Wi] =
�i

�i(1� �i)

Thus the expected queue length and waiting time for the system are:

E[X] =
X

all i

�i

1� �i

E[W ] =
X

all i

�i

�i(1� �i)

thereby giving a total system time of

E[T ] =
X

all i

1

�i

�i(1� �i)

Suppose that there are two tra�c types arriving into the system for each

group, 
h and 
l, representing high data rate and low data rate tra�c respec-

tively, then

�Fi = 
h + 
l

If the service times for the two classes are independent and exponentially dis-

tributed with rates �h and �l respectively, it has been shown in [22] that the

number of departures from the queue in an interval [0, t], for t � 0, is not a Pois-

son process, under any initial distribution �0 of the state of the system. Thus

we can no longer assume an M/M/1 model, but instead, an M/G/1 analysis

needs to be done. The Pollaczek-Khinchin formula [23] gives the result of

the mean value analysis of an M/G/1 queuing system with average queue length

E[XG] =
�

1� �
�
�2(1� �2trans�

2)

2(1� �)

where �2 = variance of service time distribution

and 1

�trans
= average service time
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The tra�c intensity at queues for each group would be given by

� =
1

1� Pi
(

h

�h
+

l

�l
)

The mean waiting times at both the source and receivers can be obtained,

and consequently, the overall delay involved in delivering multicast packets to

all group members can be obtained. Kurose et.al. show in [24] that performance

depends on the acknowledgment scheme used and provided numerical results

to prove that a NACK-based protocol that limits NACK generation by inten-

tionally and randomly delaying NACK packets can achieve substantially higher

throughput than other point-to-point NACK or ACK-based schemes.

4.3 Analytic Delay Model

A thorough analytic model has been derived in [20] to compute the average

throughput seen by a multicast session from a source and this basic model has

been adopted to determine the throughput at the MHGW.

Let R(G) be the number of transmissions of a packet from a group G until

all HH group members receive the packet and let pi be the probability that

all i attempts to deliver packets to all HH receivers will fail during a satellite

broadcast. Then the probability distribution function FG(i) is given by

FG(i) = P [R(G) � i] = 1� pi

Therefore, the average number of times a packet has to be retransmitted by the

MHGW before it is received by all HH receivers in a multicast group is

E[R(G)] =
1X

i=0

(1� FG(i))
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Thus the e�ective packet loss as seen by the source would be given by

P
eff
G = 1�

1

E[R(G)]

Since packets are transmitted in block sizes of �G before waiting for acknowledg-

ments from HHs, if the interarrival time between packets is tr, the time taken to

transmit �G packets is �G � tr. Out of the �G packets transmitted in each round,

a few may be lost at the receivers due to bu�er over
ow. If rounds(�G) denotes

the number of transmission of a block containing �G packets until all packets are

received by HH group receivers, then

P [rounds(�G) � k] = FG(k)
�G

It follows that the expected number of rounds will be

E[rounds(�G)] =
1X

i=0

P [rounds(�G) > k]

=
1X

i=0

(1� FG(k)
�G)

Each packet requires an average E[R(G)] transmissions for successful delivery.

Therefore the average transmission delay for a block of size �G is

E[Dtrans] = �GtrE[R(G)]

and the waiting delay is given by

E[Dwait] = RTTmaxE[rounds(�G)]

where RTTmax is the round trip time from the source to the farthest receiver.

Therefore the average delay to multicast N packets in blocks of �G is

D�G(N) = (E[Dtrans] + E[Dwait])
N

�G
(4.1)

= NtrE[R(G)] +RTTmaxE[rounds(�G)]
N

�G
(4.2)
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The block size �G is limited by the size of the bu�ers at the receiver HH. Biersack

and Nonenmacher [25] derived formulas for computing both the probability mass

function (pmf) of the number of receivers that successfully receive a multicast

packet and the mean number of retransmissions until all receivers successfully

received a packet. The main result they arrived at was

E[R(G)] � pL

for pL � 1, where L is the number of links in the multicast tree and p is the

link loss probability due to loss in receiver bu�ers. This approximation was

used to compute the transfer delay (see Equation 4.2) for multicasting in a

terrestrial and hybrid network and the results are graphed in Figure 4.3. The

interarrival time between packets, tr of 0.001 secs with a �xed packet size of 9000

bits, corresponding to a maximum sending rate of 9 Mb/s. A loss probability

of 0.001 and 0.03 was assumed for hybrid and terrestrial routing respectively,

representative of losses on the MBONE [19]. The satellite delay was assumed

to be 250ms and 3 hops was assumed between source of multicast packets and

group recipients in both cases with the same topology.

Case 1: Terrestrial Routing

In the case where multicasting is done terrestrially, the e�ective packet loss

probability seen by the source increases as the number of receivers increases,

especially if the receivers are widely distributed as expected for Single-Source

Many-Receivers applications under consideration. This is because the number

of links needed to reach all receivers is high and thus E[R(G)] becomes high.

Since E[rounds(�)] can be computed from the probability distribution function,

it follows that both transmission and waiting components have an e�ect on
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Figure 4.3: Analytic Transfer Delay Computation

the average time taken to multicast packets. When the number of packets N

is small corresponding to \short-length" or low data rate packets, the average

time remains small. However, as the the length of the session increases, the

delay increases considerably since the intermediate nodes have more processing

burden, thus increasing both E[R(G)] and E[rounds(�)].

Case 2: Hybrid Routing

In the hybrid case where multicast packets are routed via a high delay satellite

link to HHs, the dominating term in Equation 4.2 becomes RTTmax. Because

multicasting packets to most of the group receivers utilize the same link, L

is small compared to the terrestrial case, and consequently E[R(G)] and the

e�ective packet loss seen by the source is considerably smaller. Thus, even as N

increases, the average delay remains fairly constant, thus making hybrid networks

more favorable for high data rate or lengthy sessions.

Another performance bottle neck is the bu�er capacity of the MHGW and

HHs. Because the MHGW acknowledges packets on behalf of the HHs, if the
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bu�er size is high and the block size is small, performance can be considerably

improved by bu�er space utilization techniques such as overlapping transmission.

Performance could also be improved by reducing the RTTmax using \good"

core selection method. As previously discussed in Section 3.5, core selection can

be used to alleviate both delay and tra�c concentration problems. Dynamic

core migration techniques have already been described for migrating core to

the source to emulate a shortest path tree. However, in our case, it would be

advantageous to designate the MHGW as the primary core since the shared tree

built will would delivery packets from most members in the the shortest possible

time. In addition this would reduce the computational load on the MHGW since

the primary core is not required to send control JOIN messages. Thus, when

an IGMP report is received from the HH, the MHGW would not have to do

anything to join the tree. All it has to do is to include the satellite interface

in the FIB table. Core migration to the MHGW should only be triggered by

existence of HH members and should be disabled when there are no longer HH

members for that group.

4.4 Performance Evaluation

The systems engineering approach to design and development of systems

guides us to revisit out design once it is complete, build a prototype, and validate

it against our initial design requirements and speci�cations. Optimization tools

can then be used to enhance system performance. Simulation techniques were

used to verify and validate our design instead of an actual prototype because it

gives us a quicker methodology for evaluating performance and more 
exibility
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with modifying design parameters once the model is built.

One of the motivating factors of supporting multicasting in hybrid satellite

terrestrial networks is to allow companies with limited gateway bandwidth to

engage in high-bandwidth multicast applications. Therefore, a simulation was

done to evaluate the bandwidth savings in multicasting over a hybrid network

over traditional terrestrial wireline multicasting. Since some of these applications

may have a time constraint on the transmission time, further studies were done

to �nd the e�ects of high-delay satellite link on a multicast session. Finally, we

investigate the use of tra�c type and size in deciding whether it is advantageous

to route multicast packets through satellite or not.

Simulation Model

All simulations were done using OPtimized Network Engineering Tools (OP-

NET), a comprehensive engineering system capable of simulating communica-

tions networks with detailed modeling and performance analysis. OPNET fea-

tures include: graphical speci�cation of models; a dynamic, event-scheduled

Simulation Kernel; integrated data analysis tools; and hierarchical, object-based

modeling. OPNET's hierarchical modeling structure accommodates special prob-

lems such as distributed algorithm development.

Two OPNET network models were built to simulate two environments: one in

which multicasting is done terrestrially, and another in which all multicast packet

are routed through a hybrid network over satellite to HH group members. The

scenario under consideration is \single-source distributed receivers" typical of

applications such as video lecture broadcast, with listeners (HHs) allowed to send

only low data rate tra�c to group since they may have limited uplink bandwidth.
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Parameter Description

Tra�c Type Rate of packet generation for the multicast source

(Server) and hybrid host (Source) to model high-data-

rate and low-data-rate type tra�c.

Tra�c Size Size of transaction requested to model \short-length" and

\bulky" tra�c.

Service Rate Service rate of packets destined for HHs at MHGW and

Corporate Gateway bu�ers

Table 4.3: Simulation Parameters.

It is assumed that there are additional group members in the terrestrial network

in the viscinity of the source. The same number of hops are used between the

HHs and source in both environments. Standard OPNET TCP/IP processes

were modi�ed when appropriate to build the simulation model. For the hybrid

network model, some of the processes used in [26], a simulation of a hybrid

network, were also modi�ed to support routing of multicast packets. The same

network topology assumed in the analysis section was used in the simulation.

The simulation parameters used are given in Table 4.3 and their values are given

in Appendix B.

Simulation Results

Figure 4.4 compares the corporate link utilization for each of the two envi-

ronments considered: multicasting in a terrestrial network (wireline) versus a

hybrid network with a satellite downlink. As expected, introducing hybrid ter-

minals in a corporate LAN preserves corporate gateway bandwidth for other
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tra�c. Since all incoming packets for hybrid case are routed through satellite,

available bandwidth for other tra�c is more than twice the bandwidth available

when incoming multicast packets are routed terrestrially.

Figure 4.5 shows the round-trip-time (RTT) of packets for both hybrid host

and terrestrial host group members. As the session length increases, the perfor-

mance of the terrestrial network considerably declines while that of the of hybrid

network remains stable, following the same trend obtained in the analytic studies

(see Figure 4.3). In the terrestrial network, the RTT of packets initially slows

down but increases quickly because the corporate gateway is slowed down by

the additional packets to be processed. Thus, more packets are transfered as

indicated by the increase in throughput at the HHs observed in Figure 4.6 for

the hybrid network case.

Figure 4.7 shows the e�ect of tra�c type and size on the transfer time of

multicast packets. From the �gure, it can be seen that the delay is less in the

terrestrial network for \short-length" or low data rate sessions (see Table B.3).

Thus under such a scenario, it is not advantageous to route multicast packets

through satellite. This clearly demonstrates the need for an intelligent rout-

ing scheme at the MHGW as suggested in Section 3.1 that would allow only

high data rate or \bulky" tra�c to be routed via satellite.

Our analytic studies suggest that a major performance bottleneck through

the hybrid network is the bu�er capacity of the MHGW and HHs. Figure 4.8

shows a comparison of the throughput for di�erent MHGW bu�er sizes (see

Table B.4). From the �gure, it can be seen that the achievable throughput is

higher when a large bu�er size is used since this allows the source to send larger

amounts of data by advertising a larger window size.
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Figure 4.4: Corporate Link Utilization Comparison
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Figure 4.5: Round-Trip-Time Comparison
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Chapter 5

Conclusions & Further Research

The asymmetric nature of tra�c in most networks, as evident in the Internet,

is shifting current networking technology trends more towards the development

of hybrid networks. Emerging group communication applications such as video

broadcasting and teleconferencing that demand high bandwidth have driven the

development of multicast protocols on the MBONE. Thus hybrid terminals can

be deployed for receiving IP multicast packets as a means of preventing conges-

tion on the Internet backbone and preserving Corporate gateway bandwidth.

The goal of this thesis was to develop a system-level design of a \demand-

assigned" multicast routing protocol that would allow hybrid hosts in satellite-

terrestrial hybrid networks to dynamically join and leave multicast groups. In

coming up with the design, the systems engineering approach which emphasizes

translation of a systems needs to a set of formally written requirements was

taken. The design presented minimized changes to the current hybrid Internet

access architecture [12] and eliminated changes to other multicast routers on the

Internet.

The design entailed implementing a Multicast Hybrid Gateway that would
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be responsible for keeping track of group membership of hybrid hosts, join deliv-

ery trees of multicast sessions, and route multicast packets to hybrid host group

members. In addition, this subsystem could also handle authentication or intel-

ligent routing schemes. The IGMP protocol was modi�ed to emulate a virtual

link between hybrid hosts and the gateway. Also, the multicast routing protocol

employed in the terrestrial part of the network was assumed to be CBT and thus

appropriate changes were done in the CBT module of the hybrid gateway.

We studied the steady state behavior of the Multicast Hybrid Gateway and

did an analytic evaluation of our system. Our analysis showed that as the number

of packets to be multicast increases, despite the high delay in the satellite link,

the average delay in multicasting packets to all group members is lower in a

hybrid network than in a pure terrestrial network. Our results also suggests

that the bottleneck on delivery of multicast packets to hybrid hosts is the bu�er

capacity at both the gateway and hosts. Thus, delay could be improved by

overlapping block transmission cycles or using good core selection techniques

that would place gateway virtually next to the source of multicast packets.

Simulation techniques were used to demonstrate the bandwidth savings in

multicasting in hybrid networks over terrestrial counterpart. Our simulation

results agreed with our mathematical analysis that it is only advantageous to

route packets over satellite if there is high data rate or \bulky" tra�c, thus

indicating a need to implement intelligent routing at the gateway, Finally, our

results also agree with analytic studies that show that an increase in bu�er size

also improves performance.

Further studies should include a detailed protocol design of the group mem-

bership protocol including the protocol messaging format. Also, a thorough
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study of the bu�er management technique used to ensure reliability as well as

the authentication scheme used to prevent intruders from receiving broadcast

packets should be done. More analytic studies on other performance metrics

should be done and simulation carried out to support study. Speci�cally, the

scalability of the design as the group membership of hybrid hosts and number

of groups increases should be carefully studied as well as its e�ect on tra�c con-

centration on links leading to the gateway. Furthermore, the protocol overhead

and latency in joining and leaving groups would give a good assessment of the

protocol.

Finally, with the ever growing popularity of hybrid networks, more studies

should be done to determine how to extend multicasting to other hybrid net-

works, such as �ber-coaxial networks, using the same concept proposed in this

thesis.
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Appendix A

Acronyms

ACK - Acknowledgement Message

CBT - Core-Based Trees

DR - Designated Router

DVMRP - Distance Vector Multicast Routing Protocol

FIB - Forwarding Information Base

GDKC - Group Key Distribution Center

HCBT - Hybrid Core-Based Trees

HGW - Hybrid Gateway

HH - Hybrid Host

IETF - Internet Engineering Task Force

IGMP - Internet Group Management Protocol

IP - Internet Protocol

MBONE - Multicast Backbone

MDB - Multicast Database

MHGW - Multicast Hybrid Gateway

MOSPF - Multicast Open Shortest Path First
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PIM-SM - Protocol Independent Multicast Sparse Mode

PIM-DM - Protocol Independent Multicast Dense Mode

OPNET - Optimized Network Engineering Tools

OSPF - Open Shortest Path First

RIP - Routing Independent Protocol

RTT - Round Trip Time

RP - Rendezvous Point

SPT - Shortest Path Tree

TCP - Transport Control Protocol

TTL - Time to Live

UDLR - Uni-directional Link Routing

UDP - User Data Protocol
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Appendix B

Simulation Parameter Values

Table B.1 and B.2 shown below present the important parameter values used in

the simulation.

Parameter Value

Source Application Interarrival Rate 0.001secs/pk

Packet Size 9 Kbits

Hybrid Host Application Interarrival Rate 0.5 secs/pk

HH RCV Bu�er Size 45 Kbytes

MHGW RCV Bu�er Size 64 Kbytes

Source RCV Bu�er Size 4 Kbytes

Modem Speed 28.8 Kbits/sec

Table B.1: Parameter Values for Hybrid Network.
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Parameter Value

Source Application Interarrival Rate 0.001secs/pk

Packet Size 9 Kbits

Hybrid Host Application Interarrival Rate 0.5 secs/pk

HH RCV Bu�er Size 45 Kbytes

Source RCV Bu�er Size 4 Kbytes

Table B.2: Parameter Values for Terrestrial Network.

Parameter Value

Source Application Interarrival Rate 0.5secs/pk

Hybrid Host Application Interarrival Rate 0.5 secs/pk

Table B.3: Parameter Values for Low-Data-Rate Tra�c.

Parameter Value

HH RCV Bu�er Size 45 Kbytes

MHGW RCV Bu�er Size 1000 Kbytes

Source RCV Bu�er Size 4 Kbytes

Source Application Interarrival Rate 0.001secs/pk

Packet Size 9 Kbits

Hybrid Host Application Interarrival Rate 0.5 secs/pk

Table B.4: Parameter Values To Show Bu�er Size E�ect.
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