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1. Introduction

Stochastic derivative estimation is an active research area in simulation optimization, because it plays a central role in both sensitivity analysis and gradient-based optimization (see Asmussen and Glynn 2007). Three of the most popular unbiased stochastic derivative estimators are infinitesimal perturbation analysis (IPA), the likelihood ratio (LR) method (also known as the score function method), and the weak derivative (WD) method; see Ho and Cao (1991), Glasserman (1991), Rubinstein and Shapiro (1993), Pflug (1996), and Fu (2006, 2008, 2015). In this work, we propose a new unbiased stochastic derivative estimator, which generalizes three methods in a given framework.

We consider stochastic models with discontinuous sample performances in the presence of structural parameters (parameters appearing directly in the sample performance). IPA requires continuity of the sample performance, whereas LR can easily handle discontinuous sample performances but only deals with distributional parameters (parameters appearing in the distribution of input random variables) and not structural parameters. The proposed generalized likelihood ratio (GLR) method allows sample performances that may be discontinuous with respect to structural parameters, where the “generalized” reflects the property that the GLR estimator reduces to the classic LR estimator when there are no structural parameters.

A unified IPA-LR estimator was given by L’Ecuyer (1990) defined on a general probability space requiring—expressed in our framework—continuity of the sample performance when applied to a structural parameter. We provide a representation for the bias of this IPA-LR estimator because of discontinuities using a surface integration, and the GLR estimator is an unbiased modification of IPA-LR. More specifically, GLR is basically a summation of the classic LR estimator and an additional term because of discontinuities. The technique used in the development of GLR can also define a WD estimator for a distribution whose classical derivative cannot be directly defined, and thereby extends WD estimators to a setting that covers a broad range of applications with discontinuities.

Examples in probability constraints (Andrieu et al. 2010), control charts (Fu and Hu 1999), and financial derivatives (Wang et al. 2012), including new problems that cannot be easily addressed by existing methods, for example, compound options (see Online Appendix C), are treated by the GLR framework. The GLR estimator
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has an analytical form, thus is computationally efficient to implement and preserves the single-run property of the classic IPA-LR estimator. GLR does not always give the most statistically efficient estimator, for example, for settings in which IPA applies, but is widely applicable and easily implementable.

We briefly review existing methods that address discontinuities in various settings. Smoothed perturbation analysis (SPA), an extension of IPA, is designed to deal with discontinuous sample performances, but finding what to condition on is generally problem dependent, and the estimation of the resulting conditional expectation may require function inversion and additional simulation (Gong and Ho 1987, Fu and Hu 1997). Push-out LR treats discontinuous sample performances with structural parameters, but in general requires an explicit function inversion to push the structural parameters out of the sample performance and into the density (Rubinstein and Shapiro 1993). In Online Appendix B, we show the GLR estimator is an extension of the push-out estimator when the structural parameters cannot be explicitly pushed out.

Early work on addressing discontinuous sample paths in derivative estimation for discrete event systems (DES), for example, queueing, inventory, and maintenance systems, includes Fu and Hu (1993), Fu (1994), and Heidergott (1999). Work focused on treating discontinuous payoffs in Greeks estimation for financial derivatives can be found in Fu and Hu (1995), Broadie and Glasserman (1996), Fournié et al. (1999), Heidergott (2001), Chen and Glasserman (2007), Liu and Hong (2011), and Wang et al. (2012). More recent work dealing with discontinuities in quantile, conditional value-at-risk, and distortion probabilities includes Hong and Liu (2009), Fu et al. (2009), Hong and Liu (2009), Cao and Wan (2014), Jiang and Fu (2015), and Heidergott and Volk-Makarewicz (2016).

We summarize the contributions of our work as follows:

- We derive a new stochastic derivative estimator in a general framework that handles discontinuous sample performances with structural parameters.
- The new estimator is unbiased and single run, involving no explicit functional inversions.
- The new method uses a single framework to treat a broad class of applications, many of which have been treated separately in the literature.

This work focuses on the theoretical foundations of the GLR estimator in a general framework. Concurrently, we have applied GLR to quantile sensitivity, distribution sensitivity, and additional problems in Peng et al. (2017, 2016a, b).

The rest of the paper is organized as follows. General theory for the proposed GLR estimator is established in Section 2. Section 3 provides some applications and numerical performances of the new method. The last section offers conclusions.

2. General Theory

In this section, we formulate the problem in Section 2.1 and provide a general theory for the GLR estimator of problem (2) beginning in Section 2.2 with an overview of the key ideas for its derivation without getting into the technical details, followed by a representation for the bias of IPA-LR in Section 2.3; and concluding in Section 2.4 with the conditions justifying unbiasedness and corresponding theoretical results.

2.1. Problem Formulation

We consider the derivative of an expectation with respect to a scalar parameter \( \theta \). Taking \( \theta \) scalar is without loss of generality, since a gradient could be obtained by taking a vector of the derivatives. Suppose the sample performance (output random variable) is of the following form:

\[
\varphi(g(X; \theta)) = \varphi(g_1(X_1, \ldots, X_n; \theta), \ldots, g_m(X_1, \ldots, X_n; \theta)),
\]

where

- \( X \) denotes an \( n \)-dimensional real-valued random vector, in symbols, \( X \equiv (X_1, \ldots, X_n) \in \mathbb{R}^n \), \( X_i, i = 1, \ldots, n \), where \( X_i \) are input random variables with joint density \( f(\cdot; \theta) \),
- \( g(\cdot; \theta) \equiv (g_1(\cdot; \theta), \ldots, g_m(\cdot; \theta)) \), \( g_i(\cdot; \theta), i = 1, \ldots, m \), are functions that have sufficient differentiability with respect to both the argument and parameter \( \theta \), and
- \( \varphi: \mathbb{R}^m \to \mathbb{R} \) is a measurable function that is continuous almost everywhere (a.e.).

In practice, a.e. continuity is often satisfied. For example, it covers the case \( \varphi(y) = \prod_{i=1}^m h_i(y_i) \), where \( h_i(y_i) \) has countably many discontinuity points, which covers all examples in Section 3 and Online Appendix C. In Online Appendix A, the theory for general measurable function \( \varphi \) can be found. In Section 2.4, we will provide sufficient conditions for our GLR estimator specifying the setup in the above bulleted list.

Our theoretical results will focus on the problem of estimating the derivative of the expectation of sample performance (1), i.e.,

\[
\frac{\partial}{\partial \theta} \mathbb{E}[\varphi(g(X; \theta))] = \frac{\partial}{\partial \theta} \int_{\mathbb{R}^n} \varphi(g(x; \theta)) f(x; \theta) dx,
\]

where \( x \equiv (x_1, \ldots, x_n) \).

2.2. Overview of GLR

In this subsection, we provide a concise overview for deriving the GLR estimator for problem (2). Three ingredients for the derivation, i.e., function smoothing, integration by parts, and taking limits, will be presented successively.

1. Function smoothing. Notice that a major difference between our setting (1) and the classic IPA-LR framework is that \( \varphi \) is not necessarily continuous, so we want
to first “tame” it to be more tractable. For \( \varphi \) continuous a.e., we will show the existence of a smooth sequence of functions that approximate a nonsmooth function in a classic sense. To avoid imposing extra regularity conditions on the smoothed sequence for interchanging limit and integration later, we first truncate function \( \varphi \) to be bounded and then smooth the truncated function.

The indicator function of a set \( S \) is \( 1_S(z) = 1 \) if \( z \in S \), 0 otherwise. We truncate \( \varphi \) to \( \varphi_L(y) = (\tau_L \circ \varphi)(y) \cdot 1_{S_L}(y) \), where \( L \) is a positive number and \( \tau \) denotes the composition of two functions,

\[
\tau_L(z) = z L_{[-L,L]}(z) + L_{L_{(-\infty,-1)}}(z),
\]

\[
S_L = \{ y \in \mathbb{R}^n : y_i \in [-L,L], i = 1, \ldots, m \}.
\]

Note that \( \tau_L \) endows \( \varphi_L \) with boundedness, and if \( \varphi \) is continuous at \( y \), so is \( \tau_L \circ \varphi \) because \( \tau_L \) is continuous. \( \varphi_L \) has bounded support \( S_L \), and the discontinuity points of \( \varphi_L \) are contained by the union of the discontinuity points of \( \varphi \) and the boundary of \( S_L \) that has zero Lebesgue measure. Thus, the truncated function has the following two properties: (1) if \( \varphi \) is continuous a.e., so is \( \varphi_L \); (2) for any \( y \in \mathbb{R}^n, |\varphi_L(y)| \leq L, |\varphi_L(y)| < |\varphi(y)|, \) and

\[
\lim_{L \to \infty} \varphi_L(y) = \varphi(y).
\]

Next, we show the existence of a “mollifier” that approximates and smooths the truncated measurable function under a continuity condition for \( \varphi \).

(A.0) \( \varphi : \mathbb{R}^n \to \mathbb{R} \) is a measurable function that is continuous almost everywhere (a.e.).

**Theorem 1.** For any \( \varphi \) satisfying condition (A.0), there exists a sequence of smooth functions \( \varphi_{e,L} \) such that \| \varphi_{e,L} \|_{L_{\infty}} = \sup_{y \in \mathbb{R}^n} |\varphi_{e,L}(y)| \leq L, \) and

\[
\lim_{e \to 0} \varphi_{e,L}(y) = \varphi_L(y) \text{ a.e.}
\]

**Remark 1.** Theorem 1 can be proved by using Lemma 1, which provides an approximation of \( \varphi_L \) by a continuous function, and Lemma 2, which provides an approximation of the continuous function by a smooth function in Online Appendix A, where the function approximation for any measurable function in an \( L_p \) space can also be found.

While the mollifier mappings \( \varphi_{e,L}(y) \) in Theorem 1 are only implicitly given, it is possible to provide an explicit construction in simple cases, as we show in the following example for the case of an indicator mapping.

**Example 1.** A continuous approximation function for an indicator function \( 1_{(-\infty,0]}(\cdot) \) that has a discontinuity point at zero is given by

\[
\chi_{\epsilon}(z) = \begin{cases} 
1, & z < -\epsilon, \\
1 - (z + \epsilon)/(2\epsilon), & -\epsilon \leq z \leq \epsilon, \\
0, & z > \epsilon.
\end{cases}
\]

Note that as \( \epsilon \to 0, \chi_{\epsilon}(\cdot) \to 1_{(-\infty,0]}(\cdot) \) a.e. Moreover, \( \partial \chi_{\epsilon}(z)/\partial z = -1/2 \) for \(-\epsilon < z < \epsilon, \) and 0 for \( |z| > \epsilon, \) while \( \chi_{\epsilon}(z) \) fails to be differentiable at the boundary points \(-\epsilon, \epsilon.\)

Suppose the support \( \Omega \subset \mathbb{R}^n \) of the density \( f(\cdot) \) is independent of \( \theta \); otherwise, a change of variable can be implemented to push parameter \( \theta \) out of the support (see Wang et al. 2012). Then, we derive the derivative estimator for the expectation of the truncated and smoothed sample performance. Assuming sufficient smoothness on \( g \) and \( f \), and that derivative and expectation can be interchanged,

\[
\frac{\partial}{\partial \theta} \mathbb{E}[q_{e,L}(g(X;\theta))] = \frac{\partial}{\partial \theta} \int_{\Omega} q_{e,L}(g(x;\theta)) f(x;\theta) dx = \int_{\Omega} s_{e,L}(x;\theta) f(x;\theta) dx,
\]

where

\[
s_{e,L}(x;\theta) = \sum_{i=1}^{m} \frac{\partial q_{e,L}(y)}{\partial y_i} \frac{\partial g_i(x;\theta)}{\partial \theta}.
\]

Notice that this is a straightforward application of the product rule of differentiation form analysis; see also the discussion in L’Ecuyer (1990), where the above way of organizing the derivatives is referred to as IPA-LR.

The above estimator will be biased because of the truncation and smoothing. In general, we should not expect that directly letting \( \epsilon \) go to zero could eliminate the bias, because the limit of the smoothed function after differentiation would be ill-behaved at the discontinuity points being smoothed. Taking the explicit approximation function \( \chi_{\epsilon} \) given by (3), for example, the smoothed function after differentiating \( \chi_{\epsilon}'(\cdot) \) would go to infinity at the discontinuity point being smoothed as \( \epsilon \) goes to zero, thus the integrand in (4) cannot be dominated by an integrable function. Actually, we know the limit of \( \chi_{\epsilon}'(\cdot) \) is zero a.e., so letting \( \epsilon \) go to zero in (4) cannot lead to an unbiased estimator in this specific case. A sample performance with indicator functions is a typical setting where the IPA-LR estimator fails, and how to derive an unbiased estimator for this problem has been studied widely in the literature (e.g., Glasserman and Gong 1990, Fu and Hu 1997, Hong and Liu 2010, Heidergott and Volk-Makarewicz 2016).
Gauss-Green Theorem, to deal with the bias introduced by truncation and smoothing in (4). Denote the Jacobian matrix of the vector of functions \( g \) by

\[
J_g(x; \theta) = \begin{pmatrix}
\frac{\partial g_1(x; \theta)}{\partial x_1} & \frac{\partial g_2(x; \theta)}{\partial x_1} & \cdots & \frac{\partial g_m(x; \theta)}{\partial x_1} \\
\frac{\partial g_1(x; \theta)}{\partial x_2} & \frac{\partial g_2(x; \theta)}{\partial x_2} & \cdots & \frac{\partial g_m(x; \theta)}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial g_1(x; \theta)}{\partial x_n} & \frac{\partial g_2(x; \theta)}{\partial x_n} & \cdots & \frac{\partial g_m(x; \theta)}{\partial x_n}
\end{pmatrix},
\]

assuming \( g \) is continuously differentiable. By the chain rule,

\[
\frac{\partial q_{e,L}(g(x; \theta))}{\partial x_i} = \sum_{j=1}^m \frac{\partial q_{e,L}(g(x; \theta))}{\partial y_j} \left. \frac{\partial g_j(x; \theta)}{\partial x_i} \right|_{y=g(x; \theta)},
\]

or in a matrix form:

\[
\nabla_x q_{e,L}(g(x; \theta)) = J_g(x; \theta) \nabla_y q_{e,L}(y)\big|_{y=g(x; \theta)},
\]

the superscript \( T \) denoting transpose. We assume the following regularity condition.

(A.1) Matrix invertibility: There exists an \( m \times m \) submatrix \( J^T_g(x; \theta) \) of the Jacobian \( J_g(x; \theta) \) such that \( J^T_g(x; \theta) \) is invertible a.e., i.e., \( \nu(N) = 0 \), where \( \nu \) is the Lebesgue measure, and

\[
\mathcal{N} = \{ x \in \mathbb{R}^n : \det(J^T_g(x; \theta)) = 0 \}.
\]

To simplify the notation, we assume \( m = n \) throughout Section 2.2, so \( J^T_g(x; \theta) = J_g(x; \theta) \). Let \( J_g^{-1} \) be the inverse of \( J_g \). For \( m < n \), \( J_g^{-1} \) is a generalized inverse of \( J_g \), which will be discussed in Section 2.4. With the notation and assumption (A.1), we have (a.e.)

\[
\nabla_y q_{e,L}(y)\big|_{y=g(x; \theta)} = J_g^{-1}(x; \theta) \nabla_x q_{e,L}(g(x; \theta)).
\]

Equation (6) transforms the gradient operation with respect to \( y \) to a gradient operation with respect to \( x \), which is pivotal for applying integration by parts, so we call (6) the transformational equation. With the transformational equation, the estimator in (8) after applying integration by parts to move the differentiation to the other terms. Under appropriate regularity conditions that will be formalized in Section 2.4, we can take limits in (7) to obtain an unbiased estimator. Specifically, by letting \( \epsilon \to 0 \) and \( L \to \infty \), assumptions (A.1), we have a.e.)

\[
\nabla_y q_{e,L}(y)\big|_{y=g(x; \theta)} = J_g^{-1}(x; \theta) \nabla_x q_{e,L}(g(x; \theta)).
\]

Equation (6) transforms the gradient operation with respect to \( y \) to a gradient operation with respect to \( x \), which is pivotal for applying integration by parts, so we call (6) the transformational equation. With the transformational equation, the estimator in (8) after applying integration by parts to move the differentiation to the other terms. Under appropriate regularity conditions that will be formalized in Section 2.4, we can take limits in (7) to obtain an unbiased estimator. Specifically, by letting \( \epsilon \to 0 \) and \( L \to \infty \), assuming suitable smoothness, and that limit, derivative, integration can be interchanged,

\[
\frac{\partial}{\partial \theta} \mathbb{E}[\psi(g(X; \theta))]
= \int_\Omega \psi(g(x; \theta)) \left( \frac{\partial \ln f(x; \theta)}{\partial \theta} + d(x; \theta) \right) f(x; \theta) \, dx,
\]

where

\[
d(x; \theta) = -\text{div}((\partial_0 g(x; \theta))^T J_g^{-1}(x; \theta)f(x; \theta))/f(x; \theta).
\]

Notice that the smoothing function sequence is not in (9) anymore after taking limits.
The additional term $d(\cdot)$ to the classic LR score function in the GLR estimator is because of the presence of structural parameters. An analytical expression for $d(\cdot)$ given by (11) is derived in Section 2.4, yielding a single-run unbiased estimator.

If we assume the density $f$ goes to zero as $x$ approaches the boundary $\partial \Omega$, the surface integration in (9) could be zero under an appropriate integrability condition (see Online Appendix A). We also provide here a high-level view to understand taking the limit to achieve unbiasedness when the surface integration part is zero. For two measurable functions $\psi_1$ and $\psi_2$ under an appropriate integrability condition, we denote the linear operation in the $L_p$ (inner product in $L_2$) space by Rudin (1987)

$$\langle \psi_1, \psi_2 \rangle = \int_{\mathbb{R}^n} \psi_1(y) \psi_2(y) \, dy.$$  

For simplicity of illustration, we assume that $g$ is invertible in this section. By the change of variables $y = g(x; \theta)$, the right-hand side of (9) can be written as

$$\langle \phi, \psi \cdot 1_S \rangle,$$

where $\psi(y; \theta) \doteq \omega(g^{-1}(y; \theta); \theta)|\det(f_\theta(g^{-1}(y; \theta); \theta))|^{-1} \cdot f(g^{-1}(y; \theta); \theta),$

$$\omega(x; \theta) \doteq \frac{\partial \ln f(x; \theta)}{\partial \theta} + d(x; \theta),$$

and

$$\mathcal{J}(\theta) \doteq \{ y \in \mathbb{R}^n : y = g(x; \theta), x \in \mathbb{R}^n \},$$

with dependence on $\theta$ suppressed in $1_S$. Similarly, $\langle \phi_{e,I}, \psi \cdot 1_S \rangle$ is the right-hand side of (7) subtracting the surface integration term in (8). If $\phi$ is continuous a.e., the limit can be taken in a classic sense and unbiasedness of GLR is obtained by interchanging limit and integration, justified by the dominated convergence theorem (Rudin 1987), i.e.,

$$\lim_{c \to 0} \langle \phi_{e,I,L}, \psi \cdot 1_S \rangle = \langle \lim_{c \to 0} \phi_{e,I,L}, \psi \cdot 1_S \rangle = \langle \phi_{L}, \psi \cdot 1_S \rangle.$$

In Online Appendix A, we show that for any measurable function $\phi$, the limits can be taken in an $L_p$ space with integrability of an order higher than that of the function $\psi \cdot 1_S$, which is stronger than the first-order integrability condition required when $\phi$ is continuous a.e. Therefore, an interesting insight on how to deal with discontinuous sample performances is that less smoothness in the sample performance can be compensated by stronger integrability conditions.

By a change of variables,

$$\mathbb{E}[\phi(g(X; \theta))] = \langle \phi, \phi \cdot 1_S \rangle,$$

where

$$\phi(y; \theta) \doteq |\det(f_\theta(g^{-1}(y; \theta); \theta))|^{-1} f(g^{-1}(y; \theta); \theta),$$

and $\phi \cdot 1_S$ is the density of a distribution supported on the image space $\mathcal{J}(\theta)$. Figure 1 illustrates expanding the unbiasedness of the GLR estimator from smoothed and truncated $\phi_{e,L}$ to the general $\phi$ that is not necessarily smooth and bounded through the three ingredients of the derivation. Notice that through the three ingredients, a WD $\psi \cdot 1_S$ is defined for a distribution $\phi \cdot 1_S$ whose classical derivative cannot be directly defined in general, because the image $\mathcal{J}(\theta)$ may be dependent on the parameter. GLR extends the classical setting of WD (see Pflug 1996 and Heidergott and Leahu 2010) by allowing the existence of structural parameters.

### 2.3. Bias Representation of IPA-LR

In this subsection, we offer a representation of the bias for IPA-LR because of discontinuities in the sample performance. To illustrate in a simplified setting, if $\theta$ is the parameter of interest and $\delta(X; \theta)$ is the output sample performance written as a function of the vector of input random variables $X$ following joint density $f$, then IPA treats integrals of the form

$$\int_{\Omega} \delta(x; \theta) f(x) \, dx,$$

for $\delta$ continuous, whereas LR treats integral of the form

$$\int_{\Omega} \delta(x) f(x; \theta) \, dx,$$

where $\delta$ can be discontinuous. A natural generalization (L’Ecuyer 1990) is

$$\int_{\Omega} \delta(x; \theta) f(x; \theta) \, dx,$$

but again $\delta$ must be continuous with respect to $\theta$, so that IPA can be applied. Differentiating and interchanging with integration then yields an IPA-LR estimator.

In our framework, the bias of the IPA-LR estimator because of the discontinuity in the sample performance can be understood by using integration by parts. Let $\Xi$ be the set of discontinuity points of $\phi$, and the inverse image of $g$ on $\Xi$ is denoted by

$$\Gamma \doteq \{ x \in \mathbb{R}^n : g(x; \theta) \in \Xi \}.$$
Suppose \( \varphi \circ g \) is continuously differentiable outside of \( \Gamma \), and \( \Gamma \) is a smooth surface on \( \mathbb{R}^n \) with zero Lebesgue measure. We can construct an open set \( \Gamma_c \supset \Gamma \) with Lebesgue measure \( \epsilon \) (see the proof of Lemma 1 in Online Appendix A). Assuming the surface integration is zero on the boundary \( \partial \Omega \), similarly as the procedure to derive (9), we can use integration by parts to obtain

\[
\int_{\Omega \setminus \Gamma_c} s(x; \theta) f(x; \theta) \, dx = \int_{\Gamma_c} (\varphi \circ g)(\partial_\theta g)^T \mathcal{I}^{-1} \hat{\varphi} \, ds + \int_{\partial \Omega \setminus \Gamma} \varphi(g(x; \theta))(\partial g(x; \theta)) \omega(x; \theta) f(x; \theta) \, dx,
\]

where

\[
s(x; \theta) = (\partial_\theta g(x; \theta))^T \nabla_y \varphi(y; \theta)|_{y=g(x; \theta)} + \varphi(g(x; \theta)) \frac{\partial \ln f(x; \theta)}{\partial \theta}.
\]

With an appropriate integrability condition, we can shrink \( \Gamma_c \) to \( \Gamma \) such that

\[
\int_{\Omega \setminus \Gamma} s(x; \theta) f(x; \theta) \, dx = \int_{\Gamma} \varphi \, ds,
\]

\( \Gamma^+ \) and \( \Gamma^- \) are two directed surfaces with opposite orientations, corresponding to the undirected surface \( \Gamma \), and \( \mathcal{I}_\pm \) is a surface integration along the two surfaces with opposite orientations. Fortunately, if \( \varphi \circ g \) is continuous on \( \Gamma \), then \( \mathcal{I}_\pm = 0 \). For the case where \( \varphi \circ g \) is discontinuous on \( \Gamma \), \( \mathcal{I}_\pm \) is a representation of the bias of the IPA-LR estimator \( s(x; \theta) \). Introducing an appropriate measure on the surfaces, the difference \( \mathcal{I}_\pm \) could be approximated as a difference of two (usually rather complex) simulation experiments; see Plug (1996). In our framework with discontinuities and structural parameters, the GLR estimator can be viewed as an unbiased modification of IPA-LR through the three ingredients presented in Section 2.2.

### 2.4. Technical Details for GLR

In this subsection, we provide rigorous conditions to justify the unbiasedness of the GLR estimator, and derive an analytical form for the GLR estimator that achieves single-run efficiency in simulation.

The boundary of \( \Omega \) is given by \( \partial \Omega = \Omega^l \setminus \Omega^p \), where \( \Omega^l \) is the closure of \( \Omega \) and \( \Omega^p \) is the interior of \( \Omega \). We introduce a smoothness condition for the function vector \( g(x; \theta) \) and density \( f(x; \theta) \).

\( \varphi \circ g \) is twice continuously differentiable with respect to \( (x, \theta) \in \Omega \times \Theta \), where \( \Theta \) is an open neighborhood for the parameter of interest, and \( f(x; \theta) \) is continuously differentiable with respect to \( (x, \theta) \in \mathbb{R}^n \times \Theta \) and goes to zero as \( x \) approaches infinity.

**Remark 2.** If the support of the density is not all of \( \mathbb{R}^n \), the density \( f \) is zero \( \forall x \in \partial \Omega \) under condition (A.2); otherwise, the density will be strictly positive at \( x_0 \in \partial \Omega \) thus is discontinuous at \( x_0 \), because it is a cluster of points where the density is zero, which violates condition (A.2). Many distributions not supported on the whole space are not continuous on the whole space, for example, the exponential distribution, which is discontinuous at zero. However, in practice, we can implement a change of variables first to transform the support of the density to the whole space to satisfy condition (A.2), for example, for the exponential distribution, we can use transformation \( z = \ln x \). When \( x_i, i = 1, \ldots, n \), are independent, a systematic way to carry out the change of variables is provided in Online Appendix A. An example of a change of variables in the dependent case can be found in the maintenance systems example in Online Appendix C.

For \( m < n \), suppose condition (A.1) holds. Without loss of generality, we can assume the submatrix comprising the first \( m \) rows of \( J_g \) has rank \( m \) a.e.; otherwise, we can reorder the indices of \( g_i, i = 1, \ldots, n \), appropriately. By the chain rule,

\[
\nabla_g (\varphi \circ g)(x; \theta) = \sum_{i=1}^{n} \left( \nabla_x \varphi_i(g(x; \theta)) \right)_{g_i=x_i} \nabla_g (g(x; \theta))_{g_i=x_i},
\]

where \( x \equiv (x_1, \ldots, x_n) \), \( J_g \) is the submatrix comprising of the first \( m \) rows of \( J_g \), and

\[
\nabla_g (\varphi \circ g)(x; \theta) = \left( \frac{\partial \varphi \circ g}{\partial x_1}, \ldots, \frac{\partial \varphi \circ g}{\partial x_n} \right)^T,
\]

so transformational Equation (6) is adjusted to be

\[
\nabla_g (\varphi \circ g)(x; \theta) = \sum_{i=1}^{m} \left( \nabla_x \varphi_i(g(x; \theta)) \right)_{g_i=x_i} \nabla_g (g(x; \theta))_{g_i=x_i},
\]

where \( i = 1, \ldots, m \), \( \Omega_i \ni \Omega_i \cap (x, \theta) \equiv (x, \theta) \), so transformational Equation (6) is adjusted to be

\[
\nabla_g (\varphi \circ g)(x; \theta) = \sum_{i=1}^{m} \left( \nabla_x \varphi_i(g(x; \theta)) \right)_{g_i=x_i} \nabla_g (g(x; \theta))_{g_i=x_i},
\]

We only need to replace \( J_g^{-1}(x; \theta) \) and \( \nabla_g (\varphi \circ g)(x; \theta) \) in (7) with \( \nabla_g (g(x; \theta))_{g_i=x_i} \) and \( \nabla_g (\varphi \circ g)(x; \theta)_{g_i=x_i} \), respectively, to make the corresponding equation hold for \( m < n \). Let \( \tilde{y} \pm y \) if \( m = n \) and \( \tilde{y} \pm y(x_{m+1}) \) if \( m < n \), and \( \tilde{g}(x; \theta) = g(x; \theta) \) if \( m = n \) and \( \tilde{g}(x; \theta) = g(x; \theta)_{x_{m+1}=1} \) if \( m < n \). We introduce the following function invertibility condition.

\( \text{(A.3) Function invertibility: There exist sets } \Omega_i, i = 1, \ldots, l, \text{ such that } \Omega \cap \bigcup_{i=1}^{l} \Omega_i = \emptyset, \text{ and } \tilde{g}(\cdot; \theta): \Omega \to \mathbb{R}^l \text{ is invertible.} \)

**Remark 3.** Under conditions (A.1) and (A.2), for any \( x \in \Omega \setminus N \), there exists a neighborhood \( \epsilon_x \times \tilde{g}(x) \) of \( (x, \tilde{g}(x; \theta)) \) and a unique differentiable inverse function \( \tilde{g}^{-1}(\cdot; \theta): \epsilon_{\tilde{g}(x)} \to \epsilon_x \) by the implicit function theorem (Lang 2013). If \( \Omega \) is compact and \( \overline{N} = \emptyset \), condition (A.1) implies (A.3) by the Heine-Borel theorem (Lang 2013).
Next, we introduce the remaining regularity conditions required to establish the unbiasedness of the GLR estimator for problem (2).

(A.4) Integrability conditions:
(i) For any $\epsilon, L > 0$,
\[
\int \sup_{\Omega, \theta} |s_{\epsilon, L}(x; \theta)f(x; \theta)| \, dx < \infty,
\]
where $s_{\epsilon, L}$ is defined by (5).
(ii) $d(\cdot)$ is absolutely integrable:
\[
\mathbb{E}[|d(X; \theta)|] = \int |d(x; \theta)| f(x; \theta) \, dx < \infty.
\]
(iii) If $\Omega_i$ is a sequence of bounded open sets such that $\Omega \subset \bigcup \Omega_i$, then there exists $0 < c < 1$ such that
\[
\lim_{\epsilon \to 0} \int_{\partial \Omega} |\partial_f g|^T \hat{J}_g^{-1} \hat{v}| \, d\hat{s} < \infty.
\]
(iv) For $i = 1, \ldots, l$,
\[
\int_{\mathbb{R}^n} |\phi(y) \vee 1| |\phi(\tilde{y}; \theta) \cdot 1_{x_0}(\tilde{y})| \, d\tilde{y} < \infty,
\]
\[
\int_{\mathbb{R}^n} |\phi(y) \vee 1| \sup_{\theta} |\psi(\tilde{y}; \theta) \cdot 1_{x_0}(\tilde{y})| \, d\tilde{y} < \infty,
\]
where $z_1 \vee z_2 = \max \{z_1, z_2\}$, and $\phi$ and $\psi$ equal zero outside of $\hat{S}_i$.

Remark 4. Condition (i) justifies the interchange of derivative and integration in (4). Conditions (ii)–(iii) together with condition (A.2) justify the use of integrability by parts in (8). Condition (iii) together with condition (A.2) also guarantee the surface integration $\hat{J}_{\partial_\theta} \mathcal{A}$ is zero. Condition (iv) together with condition (A.4) justifies the unbiasedness of the GLR estimator by interchange limits with respect to $\epsilon$ and $L$ and derivative with respect to $\theta$, which requires a certain uniform convergence. Under (A.2), the inverse image of $f$ at zero, i.e., $x: f(x) = 0$, is a closed set; thus the support $\Omega$ is an open set and the monotone expansion from bounded open sets $\{\Omega_i\}$ to $\Omega$ in (iii) is always feasible.

Remark 5. The generality of GLR comes at the price that only the existence of $q_{\epsilon, L}(y)$ and $\hat{g}^{-1}$ is provided, thus the integrability condition (A.4) cannot generally be checked in practice. An exception is the case that $q_{\epsilon, L}$ and $\hat{g}^{-1}$ can be explicitly given.

Theorem 2. Under continuity condition (A.0), the matrix invertibility condition (A.1), smoothness condition (A.2), function invertibility condition (A.3), and integrability condition (A.4),
\[
\frac{\partial}{\partial \theta} \mathbb{E}[\psi(g(X; \theta))] = \mathbb{E}[\psi(g(X; \theta))\omega(X; \theta)],
\]
where $\omega(x; \theta) = \partial \ln f(x; \theta)/\partial \theta + d(x; \theta)$, and
\[
d(x; \theta) = \sum_{i=1}^{m} (\hat{J}_g^{-1}(x; \theta) \partial_f \hat{I}_g(x; \theta) \hat{J}_g^{-1}(x; \theta)e_i) \partial_\theta g(x; \theta)
\]
\[
- \text{trace}(\hat{J}_g^{-1}(x; \theta) \partial_\theta \hat{I}_g(x; \theta))
\]
\[
- (\partial_\theta g(x; \theta))^T \hat{I}_g^{-1}(x; \theta) \mathbb{V}_g \ln f(x; \theta),
\]
where $\partial_\theta \hat{I}_g$ means differentiating every element in the matrix $\hat{I}_g$ with respect to $\theta$, and
\[
\mathbb{V}_g \ln f(x; \theta) = (\partial \ln f(x; \theta)/\partial x_1, \ldots, \partial \ln f(x; \theta)/\partial x_n)^T.
\]

Remark 6. The proof of the Theorem 2 can be found in Online Appendix A, where an alternative justification of the unbiasedness for any measurable function $q$ can also be found. The GLR estimator for problem (2) is given by $q(g(X; \theta))\omega(X; \theta)$, and has an analytical form that can be calculated by differentiation, matrix inversion, and elementary operations. If the sample performance contains no structural parameters, the GLR estimator simplifies to the classic LRestimater, because all the $\partial_\theta$ terms would be zero, and hence $d(x; \theta)$ would be zero. For general measurable $q$ discussed in Online Appendix A, it requires a stronger condition, i.e., condition (A.5), which is more difficult to verify than condition (A.4), to justify the unbiasedness of GLR.

We offer a more tractable version of conditions (A.1)–(A.4) for the special case that (a) the derivatives of $q_{\epsilon, L}(y)$ exist a.e. for each $\epsilon$ and are uniformly bounded in $y$ and $x$ on all points of differentiability; (b) the input random variables are independent and supported on the whole space; (c) $g: \mathbb{R}^n \to \mathbb{R}^n$ is a linear (affine) transformation:
\[
g(x; \theta) = A(\theta)x + B(\theta),
\]
where $A(\theta)$ is a parameterized $n \times n$ matrix and $B(\theta)$ is a parameterized $n \times 1$ vector, with sufficient smoothness. Push-out LR applies to this linear transformation and would lead to the same formula as GLR in this case (see Online Appendix B), but GLR applies more generally to nonlinear $g$ where the structural parameter is not easy to be explicitly pushed out (see Online Appendix C).

Condition (a) is satisfied by the indicator function in Example 1 and all applications presented in Section 3; condition (c) applies to most cases where SPA and push-out LR are easily implementable. Thus, this special set of conditions applies to a rich class of problems that are of importance in applications. It is easy to show that conditions (A.1) and (A.2) are satisfied if $A(\theta)$ is invertible, and $f$ satisfies the smoothness in condition (A.2). We can easily calculate
\[
\hat{I}_g(x; \theta) = A(\theta), \quad \hat{g}^{-1}(y; \theta) = A^{-1}(\theta)(y - B(\theta)),
\]
\[
d(x; \theta) = - \text{trace}(A^{-1}(\theta) \partial_\theta A(\theta))
\]
\[
- (\partial_\theta A(\theta)x + \partial_\theta B(\theta))^T A^{-1}(\theta) \mathbb{V}_g \ln f(x; \theta).
\]
Since $g$ is invertible, condition (A.3) is satisfied. Integrability conditions (i)–(iii) in (A.4) can be simplified as follows:

(i') Suppose

$$\int_{\mathbb{R}^n} \sup_{\theta \in \Theta} |\partial_{\theta} f(x; \theta)| \, dx < \infty,$$

$$\max_{i=1, \ldots, n} \int_{\mathbb{R}^n} \sup_{\theta \in \Theta} |e_i f(x; \theta) + \partial_{\theta} B(\theta)| \, dx < \infty,$$

where $f_i$ is the marginal density of $X_i$.

(ii') For $i = 1, \ldots, n$, $|\partial_x f_i(x; \theta)| \, dx_i < \infty$, and $|\partial_\theta f_i(x; \theta)| \, dx_i < \infty$.

Notice that for this special case, the integrability condition (A.4) involves no implicitly constructed functions. Uniform integrability is often used to justify the integrability condition required to justify the unbiasedness of the GLR estimator for this special case is no more difficult than that of IPA and LR in principle. For $f$ and $A$ independent of $\theta$,

$$\omega(x; \theta) = -(\partial_{\theta} B(\theta))^T A^{-1} \nabla_x \ln f(x),$$

integrability condition (i') and the second inequality in (ii') are automatically satisfied, and integrability conditions (iv) can be further simplified as follows:

(iv') For $i = 1, \ldots, n$,

$$\int_{\mathbb{R}^n} |\theta_0| \sup_{\theta \in \Theta} |\partial_\theta b_i(\theta) \partial_x f_i(x)|_1 \, dx < \infty,$$

where $B(\theta) = (b_1(\theta), \ldots, b_n(\theta))^T$.

3. Applications

In this section, we consider three applications previously analyzed by three different methods in the literature. Applications in maintenance systems and compound options can be found in Online Appendix C.

3.1. Probability Constraints (Andrieu et al. 2010)

We consider an investment problem where the capital is borrowed at interest rate $r$. Let $\theta_1$ be the proportion of capital invested in a bond with fixed rate $b$, and $\theta_2$ be the proportion of capital invested in a risky asset with a random rate $X$, where $\mathbb{E}[X] > r$, which means that there is a positive risk premium. The remaining proportion of capital $1 - \theta_1 - \theta_2$ is for consumption. Andrieu et al. (2010) aim to maximize the sum of consumption satisfaction and the expected final capital subject to probability constraint

$$P((1 + b)\theta_1 + (1 + X)\theta_2 \geq 1 + r) \geq \pi,$$

which means that the probability of repayment is at least as high as $\pi$. Since the parameters of interest $\theta_1$ and $\theta_2$ appear in the probability, which is the expectation of an indicator function that is discontinuous, IPA and LR do not apply. Andrieu et al. (2010) construct an explicit mollifier with a tuning parameter to address the discontinuity, similar to the $e$-approximation in Example 1, which leads to a biased derivative estimator. For the actual optimization algorithm, they let the tuning parameter go to zero as the number of iteration steps in stochastic approximation (SA) goes to infinity. For such a Kiefer-Wolfowitz type algorithm (Kushner and Yin 2003), the step size and the tuning parameter in the mollifier needs to be well tuned at proper rates as the step goes to infinity in SA, which is a nontrivial task even in simple examples. Fortunately, as we will show in the following, applying GLR we obtain an unbiased derivative estimator, which allows for a Robbins-Monro type algorithm (Kushner and Yin 2003) and thereby overcomes the difficulty of reducing the bias induced by the mollifiers at the correct rate.

We estimate

$$\frac{\partial P((1 + b)\theta_1 + (1 + X)\theta_2 \geq 1 + r)}{\partial \theta},$$

for $\theta = 0.4$, $\theta_2 = 0.4$, $r = 0.05$, $b = 0.1$, $X$ a normal random variable with mean $\mu = 0.2$ and variance $\sigma^2 = 0.04$. Since this example falls into the special case at the end of Section 2, conditions (A.1)–(A.4) can be easily checked for this example. The GLR estimator is

$$1\{((1 + b)\theta_1 + (1 + X)\theta_2 \geq 1 + r\} \frac{(1 + b)(X - \mu)}{\theta_2 \sigma^2}.$$  

Andrieu et al. (2010) provide an approximation by convolution (AC) method and propose

$$\frac{1}{\delta} h \left( \frac{1 + r - (1 + b)\theta_1 - (1 + X)\theta_2}{\delta} \right) (1 + b),$$

where $h(x) = 3(1 - x^2)I(x)/4$, $I(x) = 1$ if $-1 \leq x \leq 1$ and $I(x) = 0$ otherwise. We compare GLR with AC and finite difference method with common random numbers (FDC). AC($\delta$) and FDC($\delta$) denote AC with tuning parameter $\delta$ and FDC with perturbation size $\delta$, respectively. The standard error is defined by the estimated standard deviation divided by the square root of the number of samples.

From Table 1, we see that both AC and FDC suffer from large bias when $\delta = 0.1$ and large variance...
when \( \delta = 0.01 \). FDC(0.001) outputs 1.46 ± 0.003 (mean ± standard error) based on 10⁶ independent replications, which substantiates the unbiasedness of GLR. In addition, the performance of AC heavily relies on the choice of the mollifier \( h \), and Andrieu et al. (2010) show that some choices perform very poorly, for example, \( h(x) = I(x) \). In contrast, GLR is an unbiased derivative estimator without any mollifier and tuning parameter appearing in the final estimator.

### 3.2. Control Charts (Fu and Hu 1999)

In statistical process control, control charts are used to determine if a manufacturing or business process is in a state of statistical control. A performance of interest is the average run length

\[
\text{ARL}(\theta) = E[N] = \sum_{n=1}^{\infty} nP(N = n),
\]

where \( N \) is the time when the system declares out-of-control, i.e.,

\[
N = \min\{i: Y_i \notin [\theta_{1,i}, \theta_{2,i}]\},
\]

and

\[
Y_i = \psi(Y_{i-1}; \theta), \quad i > 1, \quad Y_1 = X_1,
\]

where \( \theta \) is a generic parameter that can be \( \theta_{1,i} \) and \( \theta_{2,i} \); in this example, \( X_i \) is the output of the \( i \)th sample, \( Y_i \) is the (observable) test statistic after the \( i \)th sample, \( \psi \) is the transition function of a Markov chain \( Y_i \), \( \theta_{1,i} \) and \( \theta_{2,i} \) are the lower control limit and upper control limit for the \( i \)th test statistic, respectively.

We want to estimate the sensitivity of the average run length with respect to parameter \( \theta \). To treat this problem in our framework, we can rewrite the sample performance as

\[
V_{\theta}^{(n)}(X_1, \ldots, X_n; \theta) = 1\{N = n\}
= \prod_{i=1}^{n-1} \{0 < g_{\theta}^{(n)}(X_1, \ldots, X_i; \theta) < 1\}
\times (1 - 1(0 < g_{\theta}^{(n)}(X_1, \ldots, X_i; \theta) < 1)),
\]

where \( \prod_{i=1}^{0} = 1 \). The system will output samples of different statistical behaviors when it is in control and out of control. Conditional on \( \{Z = z\} \), where \( Z = R/\Delta, R \) is a (unobservable) random duration for the system to go out of control and follows a distribution with density \( q_0(\cdot) \), and \( \Delta \) is the sampling interval (duration between two monitoring epochs), the conditional density of \( X_i \) is given by

\[
f_{\theta}(x_i | z) = 1\{i < z\} q_1(x_i) + 1\{i \geq z\} q_2(x_i),
\]

where \( q_1(\cdot) \) and \( q_2(\cdot) \) are the densities of the distributions of the sampling process when in control and out of control, respectively. Conditional on \( Z = (X_1, \ldots, X_n) \) are independent, and their conditional joint density is given by

\[
f_{\theta}(x_1, \ldots, x_n; z) = \prod_{i=1}^{n} f(x_i | z),
\]

where \( x_{1:n} = (x_1, \ldots, x_n) \).

The derivative estimators in Fu and Hu (1999) require extra simulation to estimate a conditional expectation term and an explicit inverse for \( \psi_i \); for example, for Shewhart chart, \( Y_i = X_i \) and for EWMA chart, \( Y_i = \alpha X_i + (1 - \alpha) Y_{i-1} \), whereas our framework does not have these requirements.

In the numerical experiment, we let \( \theta_{1,i} = \theta_1 \) and \( \theta_{2,i} = \theta_2 \), where classical IPA and LR do not apply. Suppose the time to go out of control follows an exponential distribution, in-control sample output follows a normal distribution with mean \( \mu_0 \) and variance \( \sigma^2 \), and out-of-control sample output follows a normal distribution with mean \( \mu_1 \) and variance \( \sigma^2 \). The GLR estimator for the EWMA control chart is given by

\[
\nabla_{Z_{1:n}} f_{\theta}(x_{1:n}; z) = -\left(\frac{x_i - \mu_0 1\{i < z\} + \mu_1 1\{i \geq z\}}{\sigma^2}\right)^T_{i=1,\ldots,n},
\]

and

\[
\partial_{\theta} g_{\theta}^{(n)}(x; \theta) = -\frac{1}{\partial_{\theta} - \theta} (g_{\theta}^{(n)}(x_1, \theta), \ldots, g_{\theta}^{(n)}(x_1, \ldots, x_n, \theta))^T,
\]

where

\[
\| g_{\theta}^{(n)}(x_1, \ldots, x_n; \theta) \|_{\infty}^{n} = \max_{1 \leq i \leq n} g_{\theta}^{(n)}(x_1, \ldots, x_n; \theta).
\]

It is easy to verify the conditions (A.1)-(A.4) for the unbiasedness of the GLR estimator for \( \partial_{\theta} P(N = n) / \partial_{\theta} \), which falls into the special case at the end of Section 2. The GLR estimator for \( \partial \text{ARL} / \partial \theta \) is given by

\[
N \left[ \frac{\nabla_{\theta} g_{\theta}^{(n)}(x_1, \ldots, x_n; \theta)}{\partial_{\theta} g_{\theta}^{(n)}(x_1, \ldots, x_n; \theta)} \right]_{n=1}^{n} = \nabla_{\theta} g_{\theta}^{(n)}(x_{1:n}, z_{1:n}) f_{\theta}(x_{1:n}; Z_{1:n})_{n=1}^{n}.
\]
Table 2. Derivative of Shewhart Control Chart with Respect to Upper Control Limit $\theta_2$ (Mean ± Standard Error)

<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>1.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000 reps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FDC(0.1)</td>
<td>70.9 ± 2.2</td>
<td>3.63 ± 0.34</td>
</tr>
<tr>
<td>FDC(0.01)</td>
<td>67.5 ± 0.7</td>
<td>3.60 ± 0.13</td>
</tr>
<tr>
<td>PA_L</td>
<td>59.5 ± 1.3</td>
<td>3.64 ± 0.06</td>
</tr>
<tr>
<td>PA_R</td>
<td>61.8 ± 0.6</td>
<td>3.91 ± 0.18</td>
</tr>
<tr>
<td>GLR</td>
<td>61.0 ± 4.0</td>
<td>3.32 ± 1.1</td>
</tr>
<tr>
<td>1,000,000 reps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FDC(0.1)</td>
<td>71.2 ± 0.2</td>
<td>3.54 ± 0.03</td>
</tr>
<tr>
<td>FDC(0.01)</td>
<td>63.1 ± 0.6</td>
<td>3.80 ± 0.1</td>
</tr>
<tr>
<td>GLR</td>
<td>62.8 ± 0.4</td>
<td>3.77 ± 0.1</td>
</tr>
<tr>
<td>True value</td>
<td>63.0</td>
<td>3.73</td>
</tr>
</tbody>
</table>

where $X_{1:n} = (X_1, \ldots, X_n)$. The unbiasedness for the estimator of $\partial \text{ARL}/\partial \theta$ can be justified by imposing additional integrability condition

$$\sum_{n=1}^{\infty} n \sup_{\theta \in \Theta} \left| \frac{\partial \hat{p}(N = n)}{\partial \theta} \right| < \infty,$$

which justifies interchange of summation and differentiation by mean value theorem and dominated convergence theorem.

We test the performance for the Shewhart chart, because the analytical form of the derivative can be used to access the accuracy of the estimates. We compare GLR with the PA_L and PA_R estimators in Fu and Hu (1999), and FDC under the same setting as in Fu and Hu (1999): $\alpha = 1$, sampling frequency $\Delta = 1$, time to go out of control following an exponential distribution with mean 20, sample output following a normal distribution with in-control mean $\mu_0 = 0$ and out-of-control mean $\mu_1 = 1.0$ and 3.0, and variance $\sigma = 1$, lower and upper control limits $\theta_1 = -2.81$ and $\theta_2 = 2.81$, respectively, for all $i \in \mathbb{N}$.

The results of PA_L and PA_R are taken from Fu and Hu (1999). From Table 2, we can see FDC suffers from large bias when $\delta = 0.1$ and large variance when $\delta = 0.01$. Although the variances of PA_L and PA_R are smaller than that of GLR, they achieve this by running extra simulation, so it is not clear which is superior after taking the extra simulation into account.

3.3. Barrier Options (Wang et al. 2012)

To cover more applications, we consider a sample performance more general than (1) as follows:

$$Q(X; \theta) = \delta(V(X; \theta); \theta),$$

where $\delta(v; \theta)$, $v \doteq (v_1, \ldots, v_k)$, is differentiable with respect to $\theta$ and $v$, $V(x; \theta) \doteq (V_1(x; \theta), \ldots, V_k(x; \theta))$,

$$V_i(x; \theta) \doteq \varphi_i(g_i(x; \theta), \ldots, g_m(x; \theta)),$$

and $\varphi_i(\cdot)$ is a measurable function with $m_i \leq n_i$, $i = 1, \ldots, k$. With additional mild regularity conditions, the GLR estimator for sample performance (13) is

$$\left. \frac{\partial \delta(v; \theta)}{\partial \theta} \right|_{v = V(X; \theta)} + Q(X; \theta) \omega(X; \theta),$$

where $\omega$ is defined by (11) with $g(x; \theta) = (g_1(x; \theta), \ldots, g_m(x; \theta))$, where $m \doteq \max_{i=1,\ldots,k} m_i$ and $\bar{f}$ being an $m \times m$ submatrix of the Jacobian of $g$. The only major differences in the derivation are as follows: the IPA-LR $s_{c,L}(x; \theta)$ after truncation and smoothing in (4) needs to be changed to

$$(\partial_\theta g(x; \theta))^T \Sigma(x; \theta) \nabla \delta(v; \theta) |_{v = V(X; \theta)},$$

where

$$\Sigma(x; \theta) \doteq \{(\nabla_y \varphi_1(y; \theta))^T, \ldots, (\nabla_y \varphi_k(y; \theta))^T\} |_{y = g(x; \theta)},$$

$$\nabla_y \varphi_i(y; \theta) = \left( \frac{\partial \varphi_i(y)}{\partial y_1}, \ldots, \frac{\partial \varphi_i(y)}{\partial y_m}, 0, \ldots, 0 \right)^T, \quad i = 1, \ldots, k,$$

$\varphi_i$, $i = 1, \ldots, k$, denote the truncated and smoothed functions, and by the chain rule,

$$\nabla_y (\delta \circ V)(x; \theta) = \bar{f}_{g}(x; \theta) \Sigma(x; \theta) \nabla \delta(v; \theta) |_{v = V(X; \theta)},$$

so the transformational Equation (6) is changed to

$$(\partial_\theta g(x; \theta))^T \Sigma(x; \theta) \nabla \delta(v; \theta) |_{v = V(X; \theta)} = (\partial_\theta g(x; \theta))^T \bar{f}_{g}(x; \theta) \nabla_{\theta} (\delta \circ V)(x; \theta).$$

A similar analysis in Section 2 follows, and the unbiasedness of the GLR estimator to sample performance (1) can be straightforwardly extended to the more general case (13).

In a particular probability space where simulation can be naturally implemented, sample performance (13) covers the IPA-LR framework if we view $\delta(v; \theta)$ as a simulation model with structural parameter $\theta$ and a vector of input random variables $v = V(X; \theta)$, where $X$ is the vector of uniform random numbers. Our framework also covers many discontinuous settings previously studied in literature, for example, the setting $\varphi_i(g_1(x; \theta), g_2(x; \theta))$, where $\varphi_i(y_1, y_2) = \beta_1 \{y_1 \leq 0\}$, in a kernel-based method (Liu and Hong 2011) and support independent unified likelihood ratio and infinitesimal perturbation analysis (SLRIPA) (Wang et al. 2012).

Framework (13) can easily handle sensitivity estimates of barrier options, which were first addressed in Wang et al. (2012) using SLRIPA. In this example, we assume the underlying asset process follows a geometric Brownian motion process, i.e., $S_t = S_0 e^{(r - \sigma^2/2) t + \sigma B_t}$, where $S_0$ and $B_t$ are the asset price and standard Brownian motion at time $t$, respectively.
The numerical results for the underlying asset following a jump-diffusion process can be found in Online Appendix C.

An up-and-out barrier option is a financial derivative that becomes worthless if the path of the underlying asset exceeds the barrier $H$. For a European up-and-out barrier option, the payoff in the discrete-time setting is given by

$$e^{-n\Delta}(S_{n\Delta} - K)\{\max_{i=1,\ldots,n-1} S_{i\Delta} < H\}1\{K < S_{n\Delta} < H\},$$

where $T = n\Delta$ is the time to maturity and $K$ is the strike price ($K < H$). We have that for $i = 1, \ldots, n - 1$,

$$S_{i\Delta}/H = \exp(g_i(X_1, \ldots, X_i; \theta)),$$

$$S_{n\Delta}/K = \exp\{\log(H/K)g_n(X_1, \ldots, X_n; \theta)\},$$

and by taking log and simple algebra,

$$1\{S_{i\Delta} < H\} = 1\{g_i(X_1, \ldots, X_i; \theta) < 0\},$$

$$1\{K < S_{n\Delta} < H\} = 1\{1 < S_{n\Delta}/K < H/K\} = 1\{0 < g_n(X_1, \ldots, X_n; \theta) < 1\},$$

where for $i = 1, \ldots, n - 1$,

$$g_i(X_1, \ldots, X_i; \theta) = \log(S_0/H) + \sigma\sqrt{\Delta} \sum_{j=1}^{i} X_j + \left( r - \frac{\sigma^2}{2} \right) \Delta,$$

$$g_n(X_1, \ldots, X_n; \theta) = \frac{1}{\log(H/K)} \left( \log(S_0/K) + \sigma\sqrt{\Delta} \sum_{j=1}^{n} X_j + n\left( r - \frac{\sigma^2}{2} \right) \Delta \right).$$

Thus, the sample performance of the payoff for European up-and-out barrier option can be rewritten by

$$Q(X_1, \ldots, X_n; \theta) = e^{-n\Delta}\left[ 1 \{g_n(X_1, \ldots, X_n; \theta) < 0\}\right] V_1(X_1, \ldots, X_n; \theta) V_2(X_1, \ldots, X_n; \theta),$$

where $\theta$ is a generic parameter that can be $r$, $\Delta$, $K$, $H$, $S_0$, and $\sigma$ in this example, $\Delta$ is the discrete step size, $X_i = (B_{i\Delta} - B_{(i-1)\Delta})/\sqrt{\Delta}$, $i = 1, \ldots, n$, which is standard normally distributed if the underlying asset follows geometric Brownian motion,

$$V_1(X_1, \ldots, X_n; \theta) = g_n(X_1, \ldots, X_n; \theta),$$

$$V_2(X_1, \ldots, X_n; \theta) = \varphi(g(X_1, \ldots, X_n; \theta)),$$

where

$$\varphi(y_1, \ldots, y_n) = \prod_{i=1}^{n-1} 1\{y_i < 0\}1\{0 < y_n < 1\}.$$

Then we test the performance of GLR for the European barrier options, and compare it with the SLRIPA, SPA, and FDC, which are tested in Wang et al. (2012) using the following parameter values: $\sigma = 0.1$, $r = 0.05$, $H = 110$, $S_0 = K = 100$, $n\Delta = 1$. For FDC, we perturb $\theta$ to $\theta + \delta$ with $\delta = 0.2$. As in Wang et al. (2012), we test sensitivity with respect to parameter $\theta = H$, where classical IPA and LR do not apply. GLR can also be applied straightforward to estimate the sensitivity with respect to other parameters.

In this example, we have $V_1 \ln f(x; \theta) = - (x_1, \ldots, x_n)$, where $f$ is the joint density of $n$ i.i.d. standard normal random variables, $\theta g(x; \theta) = -(1/H)(1, \ldots, 1, g_n(x_1, \ldots, x_n; \theta))/\log(H/K)$,

$$J_g = \sigma\sqrt{\Delta},$$

$$J_g^{-1} = \frac{1}{\sigma\sqrt{\Delta}} \left( \begin{array}{cccc} 1 & 1 & \cdots & 1 \\ 0 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{array} \right),$$

$$\log(H/K)$$

We can construct a continuous and piecewise smooth function as

$$\varphi(x_1, \ldots, x_n) = \prod_{i=1}^{n-1} x_i(x_i - 1)x_i^{-1}.$$
Wang et al. (2012). Note that the SPA estimator requires additional simulation to estimate some conditional expectation terms (see Online Appendix C), and the variances of these estimator are not reflected in the reported standard errors in Table 3. All results are obtained from 2000 independent replications for each estimator. GLR and SLRIPA have comparable variances and superior computational efficiency. SPA has the lowest variance but requires a substantially higher amount of computation because of the additional simulations. FDC has the largest variances in this example, and is generally biased. The convergence rate of FDC in terms of mean-squared error can be found in L’Ecuyer and Perron (1994).

4. Conclusions
In this paper, we propose a systematic procedure using function smoothing and integration by parts for deriving an unbiased derivative estimator for discontinuous sample performances with structural parameters. For the particular model specified in Section 2.1, the GLR estimator extends IPA, LR, and WD to a setting where they did not previously apply. Applications in probability constraints, statistical process control, and financial derivatives can be treated in our general framework. Although GLR is not always the best alternative, numerical experiments substantiate its overall single-run efficiency. The proposed GLR estimator is compatible with variance reduction techniques such as splitting in the WD method, conditional Monte Carlo in SPA, and renewal theory in steady-state simulation. How to further reduce the variance of GLR is an important direction for future research.

Acknowledgments
The authors thank the referees, editors, and Cheng Jie for their comments and suggestions that have greatly improved the paper.

References


Yijie Peng is an assistant professor in the Department of Industrial Engineering and Management at Peking University. His research interests include sensitivity analysis and ranking and selection in simulation optimization, with applications in manufacturing and financial engineering.

Michael C. Fu holds the Smith Chair of Management Science in the Robert H. Smith School of Business, with a joint appointment in the Institute for Systems Research and affiliate faculty appointment in the Department of Electrical and Computer Engineering, all at the University of Maryland. He is a Fellow of INFORMS and IEEE.

Jian-Qiang Hu is a professor with the Department of Management Science, School of Management, Fudan University. His research interests include discrete-event stochastic systems, simulation, queueing network theory, stochastic control theory, with applications toward supply chain management, risk management in financial markets and derivatives, and healthcare.

Bernd Heidergott is a professor of stochastic optimization at the Department of Econometrics and Operations Research at the Vrije Universiteit Amsterdam, the Netherlands. He is programme director of the B.Sc and M.Sc. Econometrics and Operations Research, and research fellow of the Tinbergen Institute and of EURANDOM. His research interests are optimization and control of discrete event systems, perturbation analysis of Markov chains, max-plus algebra, and social networks.