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Abstract. Let $H$ be a real Hilbert space and $\Phi : H \rightarrow \mathbb{R}$ a twice continuously differentiable function, whose Hessian is Lipschitz continuous on bounded sets. We study the Newton-like second-order in time nonlinear dissipative dynamical system:

$$\dot{x}(t) + \nabla^2 \Phi(x(t))\dot{x}(t) + \nabla \Phi(x(t)) = 0,$$

plus Cauchy data, mainly in view of the unconstrained minimization of the function $\Phi$. The main result is the gradient vanishing along any bounded trajectory as time goes to infinity. Results concerning the convergence of every bounded solution to a critical point are given in peculiar situations: when $\Phi$ is convex (with only one minimum) or is a Morse function.
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1 Introduction

When dealing numerically with the minimization of a function $\Phi : H \rightarrow \mathbb{R}$, or more generally with the calculation of the critical points of $\Phi$, one usually uses some process generating a sequence $(x_i)$ with properties like:

$$\lim_{i \rightarrow \infty} \nabla \Phi(x_i) = 0 \text{ or, still better, } x_i \rightarrow x, i \rightarrow \infty \text{ where } x \text{ is a critical point of } \Phi.$$ 

If the discrete dependence of the sequence $(x_i)$ on step $i$ can, at least formally, be turned into the continuous dependence on some parameter $t$, interpreted as the time, then the discrete process may become a continuous dynamical system with trajectories $t \rightarrow x(t)$; and the question now is the asymptotic behaviour of $\nabla \Phi(x(t))$ or $x(t)$ in relation with the critical points of $\Phi$.

This passage from the discrete to the continuous is best illustrated by the steepest descent method, also known as the gradient method:

$$x_{i+1} - x_i + h \nabla \Phi(x_i) = 0, \quad h > 0, \quad x_0 \text{ given in } H,$$

whose continuous version is:

$$\dot{x}(t) + \nabla \Phi(x(t)) = 0, \quad x(0) = x_0 \text{ given in } H. \quad \text{(1)}$$

A lot of work has been devoted to the continuous gradient equation, to quote a few: Attouch-Cominetti [3], Baillon [6], Brézis [8], Bruck [9], Haraux [10], Łojasiewicz [12,13], Palis-de Melo [14].
Following the same idea, Newton's method:
\[ \nabla^2 \Phi(x_i)(x_{i+1} - x_i) + \nabla \Phi(x_i) = 0, \ x_0 \text{ given in } H, \]

can easily be transformed into a continuous system:
\[ \nabla^2 \Phi(x(t)) \dot{x}(t) + \nabla \Phi(x(t)) = 0, \ x(0) = x_0 \text{ given in } H. \] (2)

Aubin-Cellina [5], and Alvarez-Perez [2] have already studied this system; however, satisfying convergence results are impeded, as for the discrete version, by the possible ill-conditioning of the Hessian \( \nabla^2 \Phi \).

To cope with that problem, one is tempted to introduce a perturbation to the system, acting as a regularization in fact, and write the second-order in time continuous Newton method:
\[ \ddot{x}(t) + \nabla^2 \Phi(x(t)) \dot{x}(t) + \nabla \Phi(x(t)) = 0, \ (x(0), \dot{x}(0)) = (x_0, \dot{x}_0) \text{ given in } H. \] (3)

If we keep in mind that our first objective is to get at the minima, or the critical points of \( \Phi \), introducing a second-order term may impulse dynamics to the solutions of (3) and confer exploration properties on them. That is what we already observed in Attouch-Goudou-Redont [4] when passing from the continuous gradient system (1) to the HBF (Heavy Ball with Friction) system:
\[ \ddot{x}(t) + \lambda \dot{x}(t) + \nabla \Phi(x(t)) = 0, \ \lambda > 0, \ (x(0), \dot{x}(0)) = (x_0, \dot{x}_0) \text{ given in } H. \] (4)

We also remarked that choosing the right friction coefficient \( \lambda > 0 \) is no easy task, all the more because it ought to depend on point \( x(t) \) at least. Ideally it should first prevent the trajectory from zigzagging, that is damp the rapidly varying components of \( x \) (see Alvarez [1] for an illustration). Certainly, this cannot be achieved without taking into account some second order information about \( \Phi \); enter the Hessian. This is another reason for considering equation (3).

Thus our hope is to get from one critical point to another by following different trajectories of a dynamical system, an idea common to various optimization methods (ascent-descent methods for example, see Jongen-Ruiz Jhones [11]).

2 Global Existence

Let \( H \) be a real Hilbert space. Let us consider a mapping \( \Phi : H \to \mathbb{R} \) which satisfies the following conditions:

\[
\begin{cases}
\Phi \text{ is twice continuously differentiable on } H \\
\Phi \text{ is bounded from below on } H \\
\nabla^2 \Phi \text{ is Lipschitz continuous on the bounded subsets of } H.
\end{cases}
\]

The central result is then:

**Theorem 2.1**

Then, the following holds:

(i) For all \( x_0, \dot{x}_0 \) on the whole satisfies the equation:

(ii) For every trajectory bounded from above,

(iii) Assuming more:

Proof. i) For any \( \Phi \) and uniqueness of the theorem. Let \( x \) do
The second order system in $H$:

$$
\ddot{x} + \nabla^2 \Phi(x) \dot{x} + \nabla \Phi(x) = 0
$$

(5)

can be written as a first order system in $H \times H$:

$$
\dot{Y} = F(Y)
$$

with

$$
Y(t) = \begin{pmatrix} x(t) \\ \dot{x}(t) \end{pmatrix} \quad \text{and} \quad F(u, v) = \begin{pmatrix} v \\ -\nabla^2 \Phi(u) v - \nabla \Phi(u) \end{pmatrix}.
$$

(6)

For $Y_0 = \begin{pmatrix} x_0 \\ \dot{x}_0 \end{pmatrix}$ given in $H \times H$, the Cauchy-Lipschitz theorem and the hypothesis $(H)$ ensure the existence of a unique local solution to the problem:

$$
\begin{cases}
\dot{Y} = F(Y) \\
Y(0) = Y_0
\end{cases}
$$

(7)

On the other hand, we can define along every trajectory of (5) an energy by:

$$
E(t) = \frac{1}{2} |\dot{x}(t) + \nabla \Phi(x(t))|^2 + \Phi(x(t)).
$$

The central result of this section is given by the following theorem.

**Theorem 2.1** Let us assume that $\Phi : H \to \mathbb{R}$ satisfies the assumptions $(H)$. Then, the following properties hold:

(i) For all $(x_0, \dot{x}_0)$ in $H \times H$, there exists a unique solution $x(t)$ of (5) defined on the whole interval $[0, +\infty]$, which is of class $C^2$ on $[0, +\infty]$, and which satisfies the initial conditions $x(0) = x_0$ and $\dot{x}(0) = \dot{x}_0$.

(ii) For every trajectory $x(t)$ of (5), the energy $E(t)$ is decreasing on $[0, +\infty]$, bounded from below and hence converges to some real value $E_\infty$. Moreover,

- $\dot{x} + \nabla \Phi(x) \in L^\infty(0, +\infty; H)$,
- $\nabla \Phi(x) \in L^2(0, +\infty; H)$.

(iii) Assuming moreover that $x$ is in $L^\infty(0, +\infty; H)$, then we have

- $\nabla \Phi(x)$ and $\nabla^2 \Phi(x)$ are bounded,
- $\dot{x}$ and $\ddot{x}$ belong to $L^\infty(0, +\infty; H)$,
- $\lim_{t \to +\infty} \nabla \Phi(x(t)) = 0$.

Proof. i) For any choice of initial conditions $(x_0, \dot{x}_0) \in H \times H$, the existence and uniqueness of a local solution for (3), follows from the Cauchy-Lipschitz theorem. Let $x$ denote the corresponding maximal solution, which is defined...
on some interval \([0,T_{\text{max}}]\) with \(0 < T_{\text{max}} \leq +\infty\). In order to prove that \(T_{\text{max}} = +\infty\), let us show that \(\dot{x}\) and \(\ddot{x}\) are bounded.

We first observe that equation (5) and the regularity assumptions on \(\Phi\) automatically imply that \(x(\cdot)\) is \(C^2\) on \([0,T_{\text{max}}]\). By differentiation of \(E(t)\), and using (5), we obtain:

\[
\dot{E}(t) = (\dot{x}(t) + \nabla \Phi(x(t)), \dot{x}(t) + \nabla^2 \Phi(x(t)) \ddot{x}(t)) + (\dot{x}(t), \nabla \Phi(x(t)))
\]

\[
= -|\nabla \Phi(x(t))|^2.
\]

Thus, the function \(E(\cdot)\) is decreasing and for all \(t \in [0,T_{\text{max}}]\):

\[
E(t) \leq E(0).
\]

Equivalently,

\[
\frac{1}{2} |\dot{x}(t) + \nabla \Phi(x(t))|^2 + \Phi(x(t)) \leq \frac{1}{2} |\dot{x}_0 + \nabla \Phi(x_0)|^2 + \Phi(x_0).
\]

Since \(\Phi\) is bounded from below, we obtain that \(\dot{x}(t) + \nabla \Phi(x(t))\) is bounded on \([0,T_{\text{max}}]\).

Let us turn to equation (5), which we write:

\[
\ddot{x} + \nabla^2 \Phi(x) \dot{x} + \dot{x} + \nabla \Phi(x) = \dot{x},
\]

and let us integrate it on \([0,T]\) for any \(T \in [0,T_{\text{max}}]\):

\[
\dot{x}(T) + \nabla \Phi(x(T)) + \int_0^T (\dot{x}(t) + \nabla \Phi(x(t))) dt - \dot{x}_0 - \nabla \Phi(x_0) = x(T) - x_0.
\]

Let us now argue by contradiction, and assume that \(T_{\text{max}} < +\infty\). Since \(\dot{x} + \nabla \Phi(x)\) is bounded on \([0,T_{\text{max}}]\), so is \(\dot{x}\) according to equation (10). Thus, after our hypothesis (H), \(\nabla \Phi(x)\) and therefore \(\nabla \Phi(x)\) are bounded on \([0,T_{\text{max}}]\). Since \(\dot{x} + \nabla \Phi(x)\) is bounded, we conclude that \(\dot{x}\) is bounded on \([0,T_{\text{max}}]\). Turning once more to equation (5) shows that \(\dot{x}\) is bounded on \([0,T_{\text{max}}]\).

It is now a standard argument to derive from the boundedness of \(\dot{x}\) and \(\ddot{x}\) that \(T_{\text{max}} = +\infty\). Indeed we have for some constant \(C\):

\[
\forall (t,t') \in [0,T_{\text{max}}]^2, \quad |x(t) - x(t')| \leq C|t - t'|,
\]

and since \(T_{\text{max}} < +\infty\), \(\lim_{t \to T_{\text{max}}} x(t) := x_\infty\) exists. The same argument applies to \(\dot{x}\) and shows that \(\lim_{t \to T_{\text{max}}} \dot{x}(t) := \dot{x}_\infty\) exists. But, applying again the local existence theorem with initial data \((x_\infty, \dot{x}_\infty)\), we can extend the maximal solution to a strictly larger interval, which is a clear contradiction. So, \(T_{\text{max}} = +\infty\), which completes the proof of i).

ii) We already proved that \(E(\cdot)\) is decreasing. Since \(\Phi\) is bounded from below, and since \(E(t) \geq \Phi(x(t))\), we have that \(E(\cdot)\) is also bounded from below. As a consequence of (8), and the fact that \(\frac{1}{2} |\dot{x}(t) + \nabla \Phi(x(t))|^2 \leq \Phi(x(t))\),

Hence,

From (8), we derive that,

\[
\int_0^T (\dot{x}(t) + \nabla \Phi(x(t))) dt - \dot{x}_0 - \nabla \Phi(x_0) = x(T) - x_0.
\]

Since \(E(t)\) decreases to \(E(0)\) and \(\nabla \Phi(x) \in L^2([0,\infty); \mathbb{R}\})\),

\[
iii) \text{We now assume that } \Phi(x) \text{ is almost coercive in } (H), \nabla \Phi(x) \text{ almost coercive in } (v(x)).
\]

Since \(\dot{x} + \nabla \Phi(x)\) is integrable, \(\int_0^T (\dot{x}(t) + \nabla \Phi(x(t))) dt\) is bounded for any \(T \in [0,T_{\text{max}}]\). Let us now observe that \(\dot{x} + \nabla \Phi(x)\) is integrable for any \(t \in [0,\infty)\),

According to a classical result, \(\dot{x}\) would be bounded for any \(t \in [0,\infty)\). (Indeed, arguing by contradiction, there would exist \(\varepsilon > 0\) such that \(|\dot{x}(t)| > \varepsilon\) for some \(t\) in \([0,\infty)\), and hence \(\dot{x}\) is almost coercive, which is consistent with \(h \in L^1([0,\infty); \mathbb{R}\})\).

The last result, \(\dot{x}\) is bounded, follows as a consequence of \(\dot{x}\) being almost coercive and bounded.

Note that \(\dot{x}\) is the endpoint of the trajectory \(x(\cdot)\).

Corollary 2.1 Assume that \(\Phi(x)\) is coercive, i.e., \(\lim_{|x| \to \infty} \Phi(x) = \infty\) and all conclusions of theorem 2.1 hold.

Proof. It is enough to prove that \(T_{\text{max}} = +\infty\).

\[
\text{This majorization on the trajectory } x(\cdot) \text{ remains valid.}
\]
In order to prove that

hypothesis (H) is satisfied, we differentiate of $E(t)$, with $t \in [0, T_{\text{max}}]$:

$$E(t) = \frac{1}{2} \| \dot{x}(t) + \nabla \Phi(x(t)) \|^2 + \Phi(x_0).$$

(9)

and we consider $\dot{x} + \nabla \Phi(x)$ is bounded on $\mathbb{R}$. Since $T_{\text{max}} < +\infty$, we have

$$\frac{d}{dt} E(t) = \int_0^t \| \frac{d\Phi(x(s))}{ds} \|^2 ds = E_0 - E(t).$$

(10)

Hence, $\dot{x} + \nabla \Phi(x) \in L^\infty(0, +\infty; H)$. From (8), we derive that, for all $0 \leq t < +\infty$

$$\int_0^t \| \nabla \Phi(x(s)) \|^2 ds = E_0 - E(t).$$

Since $E(t)$ decreases to $E_\infty$ as $t$ increases to $+\infty$, we obtain that

$$\int_0^{+\infty} \| \nabla \Phi(x(s)) \|^2 ds = E_0 - E_\infty,$$

and $\nabla \Phi(x) \in L^2(0, +\infty; H).

iii) We now assume that $x$ is in $L^\infty(0, +\infty; H)$. Then, owing to our hypothesis (H), $\nabla^2 \Phi(x)$ and $\nabla \Phi(x)$ belong to $L^\infty(0, +\infty; H)$.

Since $\dot{x} + \nabla \Phi(x)$ is in $L^\infty[0, +\infty; H]$, $\dot{x}$ belongs to $L^\infty(0, +\infty; H)$, and equation (5) shows that $\dot{x}$ belongs to $L^\infty(0, +\infty; H)$ too.

Let us now observe that the function $h(t) := \frac{1}{2} \| \nabla \Phi(x(t)) \|^2$ satisfies both:

$$h \in L^1(0, +\infty; \mathbb{R}) \quad \text{and} \quad \dot{h} = < \nabla^2 \Phi(x) \dot{x}, \nabla \Phi(x) > \in L^\infty(0, +\infty; \mathbb{R}).$$

According to a classical result, these two properties imply: $\lim_{t \to +\infty} h(t) = 0$. (Indeed, arguing by contradiction and owing to $h$ being Lipschitzian, there would exist $\varepsilon > 0$, $\eta > 0$ and a sequence of non-overlapping intervals $[t_n - \eta, t_n + \eta] \subseteq [0, +\infty]$ such that $|t - t_n| < \eta \Rightarrow h(t) > \varepsilon$; which is inconsistent with $h \in L^1(0, +\infty; H)$). Therefore, in our situation, we have

$$\lim_{t \to +\infty} \nabla \Phi(x(t)) = 0.$$

The last result, $E_\infty = \lim_{t \to +\infty} E(t)$ with $F(t) = \frac{1}{2} \| \dot{x}(t) \|^2 + \Phi(x(t))$, is a consequence of $\dot{x}$ being bounded and of the convergence of $\nabla \Phi(x(t))$ to 0. Note that $F$ is the energy functional of the HBF equation ([4]). \hfill \triangle

**Corollary 2.1** Assume that $\Phi : H \to \mathbb{R}$ satisfies the assumptions (H) and is coercive, i.e. $\lim_{|x| \to +\infty} \Phi(x) = +\infty$, then $x$ is in $L^\infty(0, +\infty; H)$ and the conclusions of theorem 3.1 hold.

**Proof.** It is enough to observe that the inequality (9) gives

$$\Phi(x(t)) \leq \Phi(x_0) + \frac{1}{2} \| \dot{x}_0 + \nabla \Phi(x_0) \|^2.$$

This majorization on $\Phi(x(t))$ and the coerciveness of $\Phi$ imply that the trajectory $x(.)$ remains bounded, i.e. $x \in L^\infty(0, +\infty; H)$ \hfill \triangle
3 Convergence of the Trajectories

3.1 Morse functions

We first recall the notion of \( \omega \)-limit set related to the asymptotic behaviour of a trajectory.

For a given initial condition \( y_0 = (x_0, \dot{x}_0) \in H \times H \), let \( x_{y_0}(\cdot) \) denote the unique maximal solution of (3):
\[
\ddot{x}(t) + \nabla^2 \Phi(x(t)) \dot{x}(t) + \nabla \Phi(x(t)) = 0
\]
with initial data \( y_0 \); we will use \( x(\cdot) \) when there is no ambiguity on \( y_0 \). The \( \omega \)-limit set \( \omega_{y_0} \) of the trajectory \( x_{y_0} \) is defined by
\[
\omega_{y_0} = \bigcap_{t>0} x_{y_0} \left( [t, +\infty] \right).
\]

The set \( \omega_{y_0} \) can also be obtained as the set of the limit points of \( x_{y_0}(\cdot) \) as \( t \to +\infty \)
\[
\omega_{y_0} = \{ \xi \in H : \exists (t_n)_{n \in \mathbb{N}}, \quad t_n \to +\infty \quad \text{and} \quad x(t_n) \overset{n \to +\infty}{\longrightarrow} \xi \}.
\]

The set of the critical points of \( \Phi \) is denoted by \( S \)
\[
S = \{ x \in H : \nabla \Phi(x) = 0 \}.
\]

In order to obtain convergence of the trajectories we need to make further assumptions on \( \Phi \) and on the trajectories themselves (precompactness).

We recall that \( \Phi : H \to \mathbb{R} \) is a Morse function if \( \Phi \in C^2 \) and its Hessian \( \nabla^2 \Phi(\bar{x}) \) possesses a continuous inverse at every critical point \( \bar{x} \). It is a trivial result that all the critical points of a Morse function are isolated. We can now state:

**Theorem 3.1** Let \( H \) be a Hilbert space, and \( \Phi : H \to \mathbb{R} \) a Morse function, with \( \nabla^2 \Phi \) Lipschitz continuous on bounded sets. For \( y_0 = (x_0, \dot{x}_0) \in H \times H \), let \( x_{y_0} \) be the solution of (3):
\[
\begin{aligned}
\dot{x}(t) + \nabla^2 \Phi(x(t)) \dot{x}(t) + \nabla \Phi(x(t)) &= 0 \\
x(0) &= x_0, \dot{x}(0) = \dot{x}_0
\end{aligned}
\]

For any \( y_0 \) such that the trajectory \( x_{y_0} \) is precompact for the topology of the norm in \( H \), then \( x_{y_0}(t) \) converges as \( t \) goes to infinity to a critical point of \( \Phi \).

**Proof.** The set \( \omega_{y_0} \) is non-void connected compact as the decreasing intersection of non-void connected compact sets. In view of \( \lim_{t \to +\infty} \nabla \Phi(x_{y_0}(t)) = 0 \) and of the continuity of \( \nabla \Phi(x_{y_0}) \), every point in \( \omega_{y_0} \) is a critical point of \( \Phi \).

By assumption, \( \Phi \) is a Morse function, and all the elements of \( S \) are isolated. So \( \omega_{y_0} \) is a connected set contained in a set whose elements are all isolated. This implies that \( \omega_{y_0} \) is reduced to a singleton, \( \omega_{y_0} = \{ \bar{x} \} \). The trajectory \( x_{y_0} \) which is contained in a compact set, and which has a unique limit point necessarily converges to this unique element \( \bar{x} \in S \). \( \Delta \)

3.2 Convex functions

In the case where \( \Phi \) is convex, then for
\[
\begin{align*}
\lim_{t \to +\infty} \Phi(x(t)) &< +\infty \\
\text{every weak cluster point} &\quad \lim_{t \to +\infty} |\dot{x}(t)|
\end{align*}
\]

**Corollary 3.1** Assume that \( \Phi \) is convex. Then for
\[
\begin{align*}
\Phi(x(t)) &\to \Phi(\bar{x}) \\
\text{passing to the limit:} &\quad |\dot{x}(t)| \\
\Phi(\bar{x}) &\geq 0
\end{align*}
\]

**Proof.** The first two properties are preserved.

Let \( y \) be an arbitrary point of \( H \) such that \( \Phi(y) \geq 0 \).

Since \( \lim_{t \to +\infty} \nabla \Phi(x(t)) = 0 \), we have passing to the limit:
\[
\Phi(\bar{x}) \geq 0
\]

Hence:

Now, let \( \bar{x} \) be a w-limit point towards \( +\infty \) we have

Hence, \( \bar{x} \) is a minimum.

To prove the existence of the following limits:
\[
\Phi(x(t)) = E_\infty, \quad \lim_{t \to +\infty} |\dot{x}(t)|
\]

It is remarkable that Liapunov functional

with decreasing rate.

a non-positive number. The hypotheses are we are able...
3.2 Convex functions

In the case where \( \Phi \) is convex, the following corollary adds a little to the main theorem.

**Corollary 3.1** Assume that \( \Phi : H \rightarrow \mathbb{R} \) satisfies the assumptions (H) and is convex. Then for every bounded trajectory \( x \), we have:

- \( \lim_{t \rightarrow +\infty} \Phi(x(t)) = \inf \Phi \),
- every weak cluster point of \( x \) is a minimum of \( \Phi \),
- \( \lim_{t \rightarrow +\infty} |\dot{x}(t)| \) exists.

**Proof.** The first two points are merely an application of the gradient inequality for a convex function.

Let \( y \) be an arbitrary point in \( H \); we have:

\[
\Phi(y) \geq \Phi(x(t)) + \langle \nabla \Phi(x(t)), y - x(t) \rangle.
\]

Since \( \lim_{t \rightarrow +\infty} \nabla \Phi(x(t)) = 0 \), after the theorem (2.1), and since \( x \) is bounded, passing to the limit and using the lower semicontinuity of \( \Phi \), we get:

\[
\Phi(y) \geq \limsup_{t \rightarrow +\infty} \Phi(x(t)) \geq \liminf_{t \rightarrow +\infty} \Phi(x(t)) \geq \inf \Phi.
\]

Hence:

\[
\inf \Phi = \lim_{t \rightarrow +\infty} \Phi(x(t)).
\]

Now, let \( \bar{x} \) be a weak cluster point of \( \Phi \). For some sequence \( t_n \) increasing towards \( +\infty \) we have:

\[
\Phi(\bar{x}) \leq \liminf_{n \rightarrow +\infty} \Phi(x(t_n)) = \inf \Phi.
\]

Hence, \( \bar{x} \) is a minimum of \( \Phi \).

To prove the existence of \( \lim_{t \rightarrow +\infty} |\dot{x}(t)| \), note that \( x \) is bounded and that the following limits exist:

\[
\lim_{t \rightarrow +\infty} E(t) = \lim_{t \rightarrow +\infty} \frac{1}{2} |\dot{x}(t) + \nabla \Phi(x(t))|^2 + \Phi(x(t)) = E_\infty,
\]

\[
\lim_{t \rightarrow +\infty} \nabla \Phi(x(t)) = 0,
\]

\[
\lim_{t \rightarrow +\infty} \Phi(x(t)) = \inf \Phi.
\]

It is remarkable that the second-order Newton equation enjoys another Liapunov functional:

\[
F(t) = \frac{1}{2} |\dot{x}(t)|^2 + \Phi(x(t))
\]

with decreasing rate:

\[
\dot{F}(t) = - \langle \nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t) \rangle,
\]

a non-positive number since \( \Phi \) is convex. Nevertheless, only under stringent hypotheses are we able to specify the asymptotic behaviour of the trajectories.
Corollary 3.2 Assume that $\Phi : H \to \mathbb{R}$ is convex and has a third derivative which is bounded on bounded sets. Then for every bounded trajectory $x : < \nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t) > \to 0, t \to \infty$.

Proof. Note first that the hypotheses of theorem (2.1) are verified indeed.
Define $h(t) = < \nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t) >$, and remember that $h$ is non-negative. After the energy equation for $F$:

$$F(t) + \int_0^t < \nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t) > dt = F(0),$$

$h$ is in $L^1([0, \infty[, H])$. Further, $\dot{h} = < \dot{x}, \nabla^2 \Phi(x) \dot{x} > + 2 < \nabla^2 \Phi(x) \dot{x}, \dot{x} >$ is bounded; hence $< \nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t) > \to 0, t \to \infty$. $\triangle$

Corollary 3.3 Assume that $\Phi : H \to \mathbb{R}$ satisfies the assumptions (H), is convex and has only one minimum point $\bar{x}$. Then for any bounded trajectory we have:

$$x(t) \to \bar{x} \text{ weakly in } H, t \to \infty,$$

$$\dot{x}(t) \to 0 \text{ weakly in } H, t \to \infty.$$

Proof. The trajectory $x$ does have weak cluster-points which are minima of $\Phi$; hence: $x(i) \to \bar{x}$ weakly in $H, i \to \infty$.

Now, for any fixed $a \in H$, define $h = < x, a >$; the functions $\dot{h} = < \dot{x}, a >$ and $\dot{h} = < \dot{x}, a >$ are bounded. Suppose that $h$ does not tend to 0 as $t$ goes to $\infty$. Then, owing to $h$ being Lipschitzian, there exist some $\eta > 0, \delta > 0$ and an infinite family of non-overlapping intervals $[t_i, t_i + \delta]$ such that: $|t - t_i| < \delta \Rightarrow |h(t)| > \eta$; and we may even suppose $h(t) > \eta$, in which case we have: $h(t_i + \delta) - h(t_i - \delta) > 2\delta \eta$. But this is inconsistent with the Cauchy property that $h$ has to comply with since $\lim_{t \to \infty} h(t)$ exists. Hence: $x(t) \to \bar{x}$ weakly in $H, t \to \infty$. $\triangle$

The following result is the strong version of the preceding corollary.

Corollary 3.4 Assume that $\Phi : H \to \mathbb{R}$ satisfies the assumptions (H) and is strongly convex, that is:

$$\exists k > 0 : \forall (u, v) \in H^2, < \nabla \Phi(v) - \nabla \Phi(u), v - u > \geq k|v - u|^2.$$

Then for any bounded trajectory we have:

$$x(t) \to \bar{x} \text{ strongly in } H, t \to \infty,$$

$$\dot{x}(t) \to 0 \text{ strongly in } H, t \to \infty,$$

where $\bar{x}$ is the only minimum point of $\Phi$.

4 A Few Remarks

In order to make the following theorems about Newton’s continuous algorithm [2],

With some adaptations, states:

Theorem 4.1 Let $\Phi : H \to \mathbb{R}$; let $\nabla \Phi$ be bounded.

Then the implicit difference $\nabla \Phi(x(t)) \dot{x}(t) + \nabla$ has for all $x_0 \in H$ trajectory $x(t)$.

Furthermore, for all $t$

(i) $\nabla \Phi(x(t)) = e^{-t} \nabla \Phi(x_0)$

(ii) $\text{dist}(x(t), \{u \in H : \nabla \Phi(u) = 0\})$

Every cluster point of $x(t)$

Note that a trajectory $x(t)$.

Now in [2], corollary 4.2

Theorem 4.2 Let $\Phi : H \to \mathbb{R}$ exists a unique $x : [0, T] \times \nabla \Phi(x(t)) \dot{x}(t) + \nabla$ which is a descent trajectory:

$$|x(t) - \bar{x}| \leq Ce^{-t},$$

where $C$ is a constant.
Proof. The strong convexity inequality applied at points \( x(t) \) and \( \bar{x} \) gives:
\[
 k|\bar{x}(t) - x|^2 \leq \langle x(t) - \bar{x}, \nabla \Phi(x(t)) \rangle.
\]
Hence the strong convergence of \( x(t) \) towards \( \bar{x} \).

Now the consideration of the energy \( F \) shows that \( \langle \nabla^2 \Phi(x)\bar{x}, \bar{x} \rangle \) is in \( L^1([0, \infty[, \mathcal{H}) \) and further:
\[
\int_0^\infty \langle \nabla^2 \Phi(x(t))\dot{x}(t), \dot{x}(t) \rangle \, dt \geq k \int_0^\infty |\dot{x}(t)|^2 \, dt.
\]
Since \( |\dot{x}|^2 \) is in \( L^1([0, \infty[, \mathcal{H}) \) and since its derivative \( 2 \langle x, \dot{x} \rangle \) is bounded, \( |\dot{x}(t)|^2 \) tends to 0 as \( t \) tends to \( \infty \); hence the strong convergence of \( \dot{x}(t) \) towards 0 as \( t \) tends to \( \infty \). \( \Delta \)

Observe that the convergence of the trajectories is established, in the convex case, under the hypothesis that they are bounded, while for a Morse function their convergence is established under a precompactness hypothesis.

4 A Few Remarks

In order to make the following remarks more clear, let us excerpt some results about Newton's continuous method from Aubin-Cellina's work [5], and from Alvarez-Perez' [2].

With some adaptation to our case and notations, theorem 4. p. 197 of [5] states:

**Theorem 4.1** Let \( \Phi \) be a twice continuously differentiable map from \( H = \mathbb{R}^n \) to \( \mathbb{R} \); let \( \nabla \Phi \) be bounded. It is assumed that:
\[ (*) \exists c > 0 \text{ such that } \forall x \in H, \exists u \in H \text{ satisfying } \nabla^2 \Phi(x)u = -\nabla \Phi(x) \text{ and } |u| \leq c |\nabla \Phi(x)|. \]
Then the implicit differential equation:
\[
\nabla^2 \Phi(x(t))\dot{x}(t) + \nabla \Phi(x(t)) = 0, \quad x(0) = x_0 \in H,
\]
has for all \( x_0 \in H \) trajectories \( x(\cdot) \) on \( [0, \infty[ \) satisfying \( |\dot{x}(t)| \leq c |\nabla \Phi(x(t))| \).

Furthermore, for all \( t \geq 0 \), one has:
(i) \( \nabla \Phi(x(t)) = e^{-t} \nabla \Phi(x_0) \),
(ii) \( \text{dist}(x(t), \{ u \in H / \nabla \Phi(u) = 0 \}) \leq c e^{-t} |\nabla \Phi(x_0)|. \)
Every cluster point of such trajectories is a critical point of \( \Phi \).

Note that a trajectory need not be unique.

Now in [2], corollary 3.1 states:

**Theorem 4.2** Let \( \Phi \in C^2(H; \mathbb{R}) \) be strongly convex. Then for \( x_0 \in H \) there exists a unique \( x : [0, \infty[ \rightarrow H \) solution trajectory of
\[
\nabla^2 \Phi(x(t))\dot{x}(t) + \nabla \Phi(x(t)) = 0, \quad x(0) = x_0 \in H,
\]
which is a descent trajectory for \( \Phi \) and satisfies:
\[
|x(t) - \bar{x}| \leq C e^{-t}
\]
where \( C \) is a constant and \( \bar{x} \) is the unique minimizer of \( \Phi \).
Let us also recall the global existence theorem for the HBF method ([4]):

**Theorem 4.3** Let us assume that $\Phi : H \to \mathbb{R}$ satisfies the following assumptions:

- $\Phi$ is continuously differentiable on $H$
- $\Phi$ is bounded from below on $H$
- $\nabla\Phi$ is Lipschitz continuous on the bounded subsets of $H$,

and that the friction parameter $\lambda$ is positive ($\lambda > 0$). Then, the following properties hold:

(i) For all $(x_0, \dot{x}_0)$ in $H \times H$, there exists a unique solution $x(t)$ of (4) defined on the whole interval $[0, +\infty[$, which is of class $C^2$ on $[0, +\infty[$, and which satisfies the initial conditions $x(0) = x_0$ and $\dot{x}(0) = \dot{x}_0$.

(ii) For every trajectory $x(t)$ of (4), the energy $F(t) = \frac{1}{2} \|\dot{x}(t)\|^2 + \Phi(x(t))$ is decreasing on $[0, +\infty[$ and bounded from below, and hence converges to some real value $F_\infty$. Moreover,

$$\dot{x} \in L^\infty(0, +\infty; H) \cap L^2(0, +\infty; H).$$

(iii) Assuming moreover that $z$ is in $L^\infty(0, +\infty; H)$, then we have

- $\dot{z}$ and $\ddot{z}$ belong to $L^\infty(0, +\infty; H)$,
- $\lim_{t \to +\infty} \dot{z}(t) = 0$ and $\lim_{t \to +\infty} \ddot{z}(t) = 0$,
- $\lim_{t \to +\infty} \nabla \Phi(x(t)) = 0$ and $\lim_{t \to +\infty} \Phi'(x(t)) = F_\infty$.

**Global existence.** The first two propositions yield the existence of a trajectory under some invertibility of the Hessian; that is obvious in Alvarez-Perez's theorem, where strong convexity is required for $\Phi$, and Aubin-Cellina's condition ($\Psi$) is a sort of pseudo-invertibility. There is no such hypothesis in the study of the second-order Newton equation (3), where existence is proved under the mere Lipschitz continuity of the Hessian.

**Critical points.** The second-order Newton equation is devised with the hope that it bears some relationship with the minimization of $\Phi$. Often one has to content oneself with the critical points of $\Phi$, and more often one is happy to grasp a point where $\nabla \Phi$ is small (cf. [7]). Under the sole hypotheses ($\mathcal{H}$), theorem (2.1) tells us that $\nabla \Phi(x) \in L^2(0, +\infty; H)$, which implies $\liminf_{t \to +\infty} \|\nabla \Phi(x(t))\| = 0$. So along a trajectory there are points where $\nabla \Phi$ is arbitrarily small. Furthermore if the trajectory is bounded then $\nabla \Phi(x)$ is arbitrarily small for every point from some time onwards ($\lim_{t \to +\infty} \|\nabla \Phi(x(t))\| = 0$). In comparison with the HBF method, note that the latter gives information on $\nabla \Phi(x)$ only if $x$ is supposed to be bounded, and then $\lim_{t \to +\infty} \nabla \Phi(x(t)) = 0$ indeed.

However the HBF method and the first-order continuous Newton method, for a convex functional at least for the latter, have minimization properties

(see above theorems if needed). This is not so clear for the second-order potential and deserves better.

Asymptotic behavior of the second-order Newton method is still an open question in this case; results are poorer for the reasons we have any rate of convergence.

**Energy.** The proof of or proves the same lines as the HBF one. The energy functional is

$F(t) = \frac{1}{2} \|\dot{z}(t)\|^2 + \Phi(z(t))$

for the second-order Newton

$F(t) = \int_0^t \frac{1}{2} \|\dot{z}(s)\|^2 + \Phi(z(s)) ds$

for the HBF equations. It must be

and may account for the procedure above.

Now the functional $F$ is a smooth trajectory; and its derivative is such that the energy function is enough taking this energy as such, much, when the Hessian is not.
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HBF method ([4]):

The following assumption is needed.

Let us define the sets of $H$,

Then, the following

Theorem 4.2.1: The solution $x(t)$ of (4) is in the class $C^2$ on $[0, +\infty[$, and $\dot{x}(0) = \bar{x}_0$.

We have $\|x(t)\|_2^2 + \Phi(x(t))$ is uniformly bounded and hence converges weakly to a function $x_0$.

In particular, we have

Theorem 4.2.2: The existence of a trajectory $x(t)$ in Alvarez-Perez' sense is equivalent to the Aubin-Cellina's condition. This assumption implies that the existence is proved

We have devised with the condition of the function $\Phi$. Often in the literature, we don't care about $\Phi$, and more often than not, $\Phi$ is linear. Under the sole condition $\Phi$ is convex on $[0, +\infty; H)$, which means that for every $x$ there are points $z_1, z_2$ such that $x(t)$ is bounded for all $t \geq 0$. In this case, the time $t$ onwards $x(t)$ is bounded. By this method, note that the energy is supposed to be bounded,

The Newton method, as well as the HBF method, is globally convergent in the minimization properties.

(cf. the above theorem of Alvarez-Perez, and prop. 3.1 and th. 4.2 in [4].)

This is not so clear for the second-order Newton equation with a non-convex potential and deserves further studies.

Asymptotic behaviour of $\dot{x}$: In contrast to the HBF method, note that for a second-order Newton trajectory $x$ with a non strongly convex functional, it is still an open question to know if $\lim_{t \to +\infty} \dot{x}(t) = 0$. On the whole, convergence results are weaker for the second-order Newton equation, and we do not have any rate of convergence.

Energy. The proof of our global existence theorem (2.1) runs along the same lines as the HBF method; but it is much simpler. This may be due to the energy functionals that are used:

$$E(t) = \frac{1}{2} |\dot{x}(t)|^2 + \Phi(x(t)), $$

for the second-order Newton equation, and:

$$F(t) = \frac{1}{2} |\dot{x}(t)|^2 + \Phi(x(t)), $$

for the HBF equation. Remark that the dissipation rates are:

$$\dot{E}(t) = - |\nabla \Phi(x(t))|^2,$$

$$\dot{F}(t) = - |\dot{x}(t)|^2,$$

and may account for the properties of the methods that we have alluded to above.

Now the functional $F$ is still meaningful along a second-order Newton trajectory; and its derivative is in that case: $\dot{F}(t) = - <\nabla^2 \Phi(x(t)) \dot{x}(t), \dot{x}(t)>$.

So it is an energy functional, along with $E$, for a convex potential. Oddly enough taking this energy into account in the convex case does not help much, when the Hessian happens to be singular.
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Abstract. For a positive Borel measure with bounded support it has been shown that the space $L_p(\mathbb{R}, d\mu)$, $1 \leq p < \infty$, has the following form: $d\mu(x) = w(x)dx$. For, $w$ non-negative, on $\mathbb{R}$ and $w : \mathbb{R} \to [0,1]$ is a polynomial, the algebra of polynomials are dense in $L_p(\mathbb{R}, d\mu)$ for $1 \leq p < \infty$. This representation of all measures is a special case of vector measures.

Keywords: moment problem, polynomial sequence.

AMS classification: 42C05

1 Introduction

Consider an arbitrary measurable space $(\Omega, \mathcal{F}, \mu)$ satisfying $\|\xi^n\|_p < \infty \quad \forall n \in \mathbb{N}$,

$$\sup_{x \in \mathbb{R}} w(x)|f(x)| =: \|w \cdot f\|_p$$

$C^0_w$ consists of all functions $f$ for which $\lim_{|x| \to \infty} w(x)f(x) = 0$. Let $\mathcal{E}_0$ and $\mathcal{A}_f$ denote the sets of all bounded and the set of all zeros of $f$. The so-called Hamburger equation is an equation of the form $f(x) = \sum_{n=0}^{\infty} h_n(x)\lambda^n$, where $f$ is a bounded entire function of order $\lambda$ and $h_n(x)$ are entire functions. The equation $f(x) = \sum_{n=0}^{\infty} h_n(x)\lambda^n$ is called a Hamburger equation if $\lambda$ is a simple zero of $f(x)$.

In 1924, S. Bernstein [2] proved that if a function $w(x)$ is polynomial, then the equation $f(x) = \sum_{n=0}^{\infty} h_n(x)\lambda^n$ is a Hamburger equation.
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